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Abstract: Partial face recognition (PFR) in an unconstrained environment is a very important task, especially in situations 

where partial face images are likely to be captured due to occlusions, out-of-view, and large viewing angle, e.g., video 

surveillance and mobile devices. However, little attention has been paid to PFR so far and thus, the problem of recognizing 

an arbitrary patch of a face image remains largely unsolved. This study proposes a novel partial face recognition approach, 

called Dynamic Feature Matching (DFM), which combines Fully Convolutional Networks (FCNs) and Sparse 

Representation Classification (SRC) to address partial face recognition problem regardless of various face sizes. DFM does 

not require prior position information of partial faces against a holistic face. By sharing computation, the feature maps are 

calculated from the entire input image once, which yields a significant speedup. Experimental results demonstrate the 

effectiveness and advantages of DFM in comparison with state-of-the-art PFR methods on several partial face databases, 

including CAISA-NIR-Distance, CASIA-NIR-Mobile, and LFW databases. 
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Introduction: 

FACE gratitude has achieve immense improvement over past few years due to the rapid development of deep convolutional neural 

networks (CNNs) [18] and it has been widely used in many practical scenario, including banking, border control, mobile lock and 

signing systems.Although the presentation of face recognition algorithms have been better, most of these algorithms are not able to 

handle partial faces properly in unrestrained environments without user cooperation. In a typical scene captured by a video 

observation camera. 1) Occluded by objects, such as faces of other individuals, sunglasses, a hat or a scarf; 2) captured in various 

pose without user cooperation and consciousness; 3) positioned partially outside the camera’s view. In addition, surveillance videos 

are vital clues for case investigation, where illegal suspects may Present only part of their faces. Therefore, it is vital to develop a 

face recognition system that works for both holistic faces and partial faces. Face detection has achieved good progress over the past 

few years thanks to the rapid development of deep(CNN) convolution neural networks. A position to handle partial faces properly 

in abandoned environments without user collaboration. The presentation of face recognition algorithms is better most of those 

algorithms don't seem to be in a position.  

 

Related work: 

The future method for partial face recognition is based on Fully Convolutional Network (FCN) and Sparse illustration Classification 

(SRC). We briefly review some related works in this section. The succeeding sections of this paper are organized as follows. In 

Section II, we review related works on FCN, SRC and reachable partial face recognition approaches. Section III introduces technical 

details of DFM. Section IV shows some experimental results and analyzes the presentation in computational effectiveness and 

correctness. Finally, we conclude our work in Section V. In this section, three keypoint-based algorithms introduced in the related 

work section are included in this experimentation. In addition, MR-CNN is considered as a delegate of region-based algorithms 

since it achieves the optimal accuracy. Besides, spatial feature matching (SFM) directly using spatial facial appearance as dictionary 

and SRC for corresponding is also built-in for assessment. The future partial face recognition approach, Dynamic Feature 

corresponding (DFM), combine FCN with SRC,achieve state-of-the-art performance in computational competence and recognition 

correctness. DFM can not only work for holistic face images but also can contract with partial faces of arbitrary-size without 

requiring face arrangement. The proposed method outperforms existing partial face recognition algorithms on several face 

databases. as well, DFM achieves aggressive performance on partial person re-identification and it can be comprehensive to other 

computer dream problems. 
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System Architecture:   

 

Fig. The Proposed System 

 

 Dynamic Feature Matching (DFM). 

 FCN is implement based on the VGG Face model (we remove all non-convolution layers). 

 The future partial face recognition approach, Dynamic Feature Matching (DFM), combines FCN with SRC, achieving 

state-of-the-art presentation in computational competence and recognition correctness. 

Sparse Representation Classification. Wright et al. introduced a well-known SRC method for face recognition, achieving a robust 

performance under occlusions and illumination variations. Similar studies based on SRC regarding face recognition have also been 

conducted. Liao et al. proposed an alignment-free partial face recognition approach based on SRC Partial Face Recognition. Many 

approaches proposed for solving partial face recognition are key point based. Hu et al. proposed an approach based on SIFT 

descriptor representation that does not require alignment, and the similarities between a probe patch and each face image in the 

gallery are computed by the instance-to-class distance with the sparse constraint 

 

Literature Survey 

[1] Dynamic Feature Matching for Partial Face Recognition. 

The main reason of multi-scale illustration is to improve the heftiness regarding scale variation. The problem of recognizing a 

random patch of a face image remains largely unsettled. 

[2] Random Sampling for Patch-based Face Recognition/I. Cheheb, N. Al-Maadeed, S. Al-Madeed, A. Bouridane, and R. Jiang. 

This paper presents an approach to tackle partial occlusion distortions present in genuine face recognition using a single training 

sample per person. It is difficult and computationally intensive to compute the dot products of vectors in the high-dimensional 

feature space. 

[3] Multiscale Representation for Partial Face Recognition Under Near Infrared Illumination/L. He, H. Li, Q. Zhang, Z. Sun, and 

Z. He. 

In this paper, a NIR partial face recognition (PFR) algorithm is intended according to the characteristics of NIR partial face images. 

Single local feature representation or single global feature representation is not very robust for PFR. 

[4] Spatial Pyramid Pooling in Deep Convolutional Networks for Visual Recognition/K. He, X.Zhang, S. Ren, J. Sun.  
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SPP is a flexible solution for handling different scales, sizes, and aspect ratios. These issues are important in visual recognition but 

received little consideration in the context of deep networks. The DET train-ing data is merely 1/3 of the CLS training data. This 

seems to be a fundamental challenge of the provided-data-only DET task. 

[5] Deep Face: Closing the Gap to Human-Level Performance in Face Verification/Y. Taigman, M. Yang, M. Ranzato, and L. Wolf.  

We present a system (Deep Face) that has closed the majority of the remaining gap in the most popular benchmarking unconstrained 

face recognition. That coupling a 3D model-based alignment with large capacity feed forward models can effectively learn from 

many examples.  

 Conclusion:  

We have proposed a novel approach called Dynamic Feature Matching (DFM) to speak to partial face recognition. Fully 

Convolutional Network (FCN) is used in generate spatial facial appearance with distribution computation despite of the random 

size input. 
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