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Abstract

Financial Risk Management (FRM) is a critical component of any organization’s financial success. It helps to protect financial health and long-term growth by identifying and mitigating financial risk. As the risk analysis heavily depends on information-deriving decision making, Machine learning is a promising field for new methods and technologies. In recent decades we have seen increasing adoption of Machine Learning methods for various risk management tasks. Credit Scoring is one of the risk factors involving creditors inability to perform their contractual obligations. This research article examines several scientific literature articles and conference proceedings from reputed databases and found out machine learning methods are applied to predict credit scoring gave promising results than traditional statistical methods.
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Introduction

One of the most challenging subjects in the financial industry is credit risk assessment, which determines the status of a potential borrower. The banking industry is exposed to a variety of threats that could have an impact on both their business and their clients. However, it is a difficult task to achieve precision in risk assessment. Credit scoring is one of the important tools which is used to inform crucial decisions about whether to grant a loan to an applicant. Therefore, creating a reliable credit scoring model has emerged as a crucial tool for academics and the financial sector to accurately identify high-risk and low-risk consumers [1].

The credit score analysis is sometimes viewed as a problem of binary classification, as it compares the socioeconomic characteristics of new credit applicants to decide whether they are "trustworthy" or "untrustworthy" candidates. The models were initially created using statistical techniques, the most popular techniques in this category being discriminant analysis and logistic regression (LR)[2]. In recent decades advancement of machine learning gain attentions in many researchers in financial sectors to shift their research from traditional statistical methods to machine learning based approaches. Machine learning based approaches are more common than traditional statistical models because they can handle nonlinear classification issues and high-dimensional datasets with greater accuracy. The credit scoring models are not completely reliant on machines, though. Banks undergo two processes to process applications before approving loans for the applicant. The applications must first be authorized by a financial analyst (or other professionals), after which they must be processed using computational models. However, in the situation of automated credit scoring systems, the decisions made by the machine learning algorithms are used to determine whether to approve the applications. Compared to statistical methods, traditional machine
learning techniques like Artificial neural network (ANN) [9], Random Forest [4], and Support Vector Machines [5] are more efficient and adaptable.

A systemic review of credit scoring evaluation techniques is presented in this study. It critically examines the main statistical methods as well as machine learning based methodologies. The goal is to give a thorough overview of the most advanced credit risk estimation technologies while justifying and connecting earlier and later efforts. There are some research constraints are also mentioned: data imbalance, dataset inconsistency, model transparency. The rest of this article is organized as follows. The conceptual classification scheme for the systematic literature review is presented in Section 2. Section 3 provides a quick overview of the primary credit rating methods. We give the systematic review's findings for the eligible reviewed papers in Section 4. Section 5 and section 6 contain the paper's concluding remarks and future work.

2 Survey Methodology
2.1 search strategy and study selection
In this paper, scientific articles and conference proceedings were searched in ACM Digital Library, IEEEXplore, Springerlink, and ScienceDirect databases to collect relevant literature. These databases were selected because they include the majority of significant publications and conferences. In this search, the terms used as “credit scoring” with “AI”, “artificial intelligence”, “ML”, “machine learning”, “supervised”, “unsupervised”, “ensemble learning”. The following search was created to find relevant studies from the databases using the terms:
(credit scoring) AND (“AI” OR “artificial intelligence” OR “ML” OR “machine learning” OR “supervised” OR “unsupervised” OR “ensemble learning”)

2.2 Inclusion and exclusion criteria
Here, the inclusion, exclusion, and quality evaluation standards are outlined to filter the search results and find the pertinent papers. The literature is included if:
1. Peer-reviewed paper that was published in English and addressed the relevance of research topic qualified as eligible content.
2. It is published between 2000 to 2019.
3. Limited the study to solely full research publications to retain its scope.

The literature is excluded if:
1. The study does not include a thesis or dissertation, a short paper, a doctorate symposium paper, or a poster.
2. There is no access or availability to the complete text.
3. The articles that do not written in English.

3. Computing Approaches
This section provides a quick introduction to the primary computing methods—statistical learning, and machine learning—that are used for credit analysis. Each of these methods has unique features and shares common theoretical basis. However, since artificial intelligence advanced quickly, statistical analysis was gradually replaced by machine learning and deep learning [6].
3.1 Statistical techniques
Discriminant analysis, logistic regression, and Naïve Bayes related model are three statistical techniques widely used to evaluate credit scoring.

**Linear discriminant analysis (LDA)** is a well-known method for forecasting groups of samples [2]. To decide whether to offer a loan to a borrower, it divides borrowers with strong solvency and borrowers with bad solvency.

**Logistic regression (LR)** is one of the most popular statistical methods for creating credit scoring. To overcome data anomalies, the logistic regression model is an extension of linear discriminant analysis. In order to reduce the output of the linear function into the range (0, 1) and interpret that value as a probability, logistic regression uses the logistic sigmoid function [6].

**Naïve Bayes** methods are statistical learning algorithms that employ Bayes' theorem with the naive assumption that conditional independence exists between each pair of attributes When the class variable is provided [7]. A probabilistic model built on graphs is known as a Bayesian network. It evaluates the conditional dependence structure of a number of Bayesian-compliant random variables [8].

3.2 Machine learning techniques
Several machine learning techniques have been examined that work well in the field of credit scoring.

**Artificial neural network (ANN)** is a mathematical model that can adapt to new input and is inspired by the workings principal of the human brain. According to [9], ANN frequently refers to a non-linear optimization method based on the neural design of intelligent species that learn through experience. An ANN goes through two stages: weights, which are typically brief random variables, and a neural network learning optimization strategy. Data distribution assumptions are not necessary for neural networks [10].

**Support vector machine (SVM)** is a machine learning algorithm that may be used to tackle regression as well as classification problems [11]. It is a non-parametric approach. In a high dimensional feature space, the Support Vector Machine [5] provides a decision boundary that can divide classes.

**Tree-related methods** are non-parametric technique frequently applied to classification and regression [12]. This approach makes use of a decision model that resembles a tree to enable choice visualization, greatly aiding in the decision-making process [13]. The conditional probabilities that support Decision trees (DT) can be shown as a tree with nodes, branches, and leaves [14]. The two root nodes of the Decision trees (DT) algorithm comprise borrowers with good and bad solvency. According to its overall error rate or the lowest cost of misclassification, the classification rules' goal is to identify the best decision [15] [11].

Another technique, Random Forest (RF) consists of many individual decision trees working together. Each tree has a forecast, and the class with the greatest number of instances properly identified becomes the solution [16]. The technique builds many uncorrelated decision trees and applies them to categorization or forecasting.

**The K-nearest neighbor classification (KNN)** is a non-parametric approach that examines if the components and their relationships in the test model are identical. The model's subsequent findings are all categorized into the class that the majority of their "neighbors" are in [3][17]. Because the k-nearest neighbor classification is intuitive, business executives should be able to understand it and support its use. The primary issue with this approach is that, even with the right k-factor selection, discrete-value forecasts with relative probabilities without a suitable probability interpretation are produced. The Bayes technique,
which incorporates the k-factor selection into the model, could address this drawback. This method also makes it possible to ascertain the true probabilities, which have an economic significance [18].

4. Research results and discussion

Several scientific literature articles were analyzed, and each model was analysis based on three criteria-quality of the model, interpretability or transparency and efficiency or performance of models. The quality of a model that represent key characteristics that are considered when model is built. The superiority of non-parametric approaches is that they do not have such tight assumptions and can handle a wide range of functions and relationships, but they are prone to overfitting. In contrast to classic statistical methods, ANN does not have strict assumptions and may model highly complex functions [19]. When there is a dearth of understanding regarding the relationship between the dependent and independent variables, SVM performs well. The SVM has no constraints except that the data variables must be independent and uniformly distributed [20]. Random Forest (RF) is seen as an appropriate tool for assessing borrowers' solvency because it is not sensitive to multicollinearity. The results are resistant to missing and imbalanced data [21]. RF is also appropriate for huge amounts of data with sufficient noise, as it can avert overfitting and separate crucial features in classification [22]. The Decision Tree (DT) approach finds non-linear relationships with a high degree of accuracy, and it is especially well suited for data mining tasks, where there is frequently little prior knowledge or any assumptions about which variables are related to [23]. K-Nearest Neighbours (KNN), on the other hand, considers that similar items are close to each other, and this method is based on this assumption, hence smooth data with no outliers is required. KNN is sensitive to data scale and irrelevant attributes [24].

In contrast with Non-Parametric, Parametric approaches, in general, have limitations, tight assumptions, and a limited ability to handle complicated and non-linear data. There are various assumptions and limits to Logistic Regression (LR), for example, the dependent variable should be discrete and primarily binary. There should not be any multicollinearity between the independent variables because all independent variables should be independent of each other [25]. Although the Linear Discriminant Analysis (LDA) produces a binary output, the connection between the independent and dependent variables must be linear [26]. There should not be outliers and multicollinearity. For smooth running of Naïve Bayes algorithm and obtaining precise results requires elimination of multicollinearity meaning all variables are independent of each other and avoiding null observations [27][28]. Thereby, in terms of quality of a model, machine learning methods are more reliable then statistical methods.

Transparency is another important parameter to examine a model. Thus, transparency of the model examines if it can demonstrate the primary elements influencing the borrower's solvency and determine what the decision consists of, thereby determining the main reasons for denying or approving the loan. However, much research overlook interpretation since common credit scoring methods adopt a black-box approach, example ANN, SVM, KNN and developing comprehensive credit scoring models is complicated by these and many other ways [29]. Statistical methods such as LR and LDA are transparent and can be easily understood by humans. Although the LDA method frequently results in a satisfactory solution, it does not include a risk assessment for the borrower's insolvency [26]. Among several Black-box methods (ANN, KNN, SVM) the non-parametric structure of the ANN approach is a fundamental deficiency in explaining the importance of credit scoring elements and their relationship to excellent or poor borrower solvency, making it difficult to justify a loan decision based on these methodologies [30]. The use of the SVM approach to separate non-linear credit scoring data makes
the findings harder to comprehend [31]. Similarly, KNN does not produce easily understood findings due to its non-parametric character [32]. As a result, it cannot discern the most crucial aspects of the borrower's solvency or why the loan was rejected. Another method that is difficult to interpret is the Random Forest (RF) strategy, which is based on the usage of many decision trees and does not produce simple answers [33]. To make the findings more comprehensible, try to limit the complexity of this method's aggregation rule by selecting only a few decision trees that will work together to produce the outcome.

The DT approach makes the model transparent. A decision tree gives managers explicit and broad standards for deciding whether to lend to a borrower [34]. The interpretation of the data in the tree is simple and allows for the rapid and easy classification of new observations, as well as a simple explanation of why the observations are classified in this manner [35]. Therefore, Decision Tree (DT) is most efficient this this category.

Efficiency measures how soon the model can provide the desired results or whether the model must be modified, and the data analyst involved before the results are obtained. This evaluation criterion examines if expanding the data set has a substantial impact on the speed of model training, learning, and development. SVM is a competitive technique to assessing borrowers' solvency and provides a quality edge over other conventional approaches, but it comes at a cost: the substantially longer computing time necessary to discover the ideal core function parameters [36]. Although ANN is widely used for determining a borrower's solvency, the training procedure is lengthy for large amounts of data. However, if the amount of data is not too vast, ANN model training and decision making can deliver great efficiency quickly. Also, the main drawback of the KNN approach is that it gets substantially slower as the number of data increases, hence in the case of credit score modeling (for huge volumes of data), the method may be impracticable if projections must be made rapidly [37]. The computational complexity of the DT technique in the event of big data sets is the most important disadvantage, as all properties must be examined and evaluated at each node. Because the generated tree is frequently huge, the process of learning the model becomes prohibitively time-consuming [38].

The NB algorithm creates and evaluates models quickly and efficiently. It can be used to handle both binary and multiclass classification issues, therefore it is computationally efficient - it analyzes multidimensional and voluminous data fast without impacting the dimensions themselves (Taylor, 2008). Other parametric algorithms, like as LR and LDA, can also get results fast. Thereby, they work well in this category.

The cost and complexity of the calculations must also be considered while evaluating approaches [39]. It might be assessed by assessing the model's simplicity and potential cost. The procedures determined the sum of all the basic principles and their percentage value from the greatest number of points achievable, considering the weights of the basic principles. The findings suggest that ANN and decision trees are the best strategies for creating a credit scoring model. The key benefits of these methods are their high quality, as evidenced by classification accuracy, and their efficiency, which is especially significant for businesses seeking straightforward and unambiguous findings. The SVM approach, which has the highest classification accuracy in scientific literature, has taken the second position but is still far behind the best methods in this examination. It is primarily owing to the method's black-box nature. The following figure shows the overall performance based on averaging three three categories after analysis of research articles and conference proceedings.
However, the classification accuracy is dependent on the size and properties of the data set used to build the model [40]. As a result, it is not possible to say that ANN and decision trees are always the optimal methods. Experts and researchers are recommended to utilize a variety of approaches to evaluate which method is best suited to a certain data set, but this assessment gives a full systematic methodology based on four fundamental principles.

5. Conclusion
Credit rating is crucial for identifying credit defaulters, for this reason precise data for forecasting is needed. After analyzing the papers, I have learned that there are several difficulties in the subject of credit scoring evaluation. Each model has its own pitfalls and difficulties, therefore they cannot all be relied upon for evaluation. The problem of credit scoring cannot be solved by a single complicated classifier. The dataset will differ greatly because different financial institutions from various geographical regions, or even the same location, would have different laws and regulations. Therefore, we will lose accuracy if we train the model on a dataset from one domain and test it on a dataset from another domain. Ensemble approaches are being used by researchers to investigate this issue [41]. Single classifiers have been observed to perform poorer than ensemble approaches [42-44]. A significant disadvantage of ensemble learning is the output' interpretability or readability. As a result, increasing the interpretability of ensemble models is another crucial study field that requires more investigation.

6. Discussion and future Work
Applying feature selection techniques is an essential stage in addressing the dimensionality problem. To improve the model's accuracy, some algorithms like GAs [45][46] with classifiers such as SVM can be implemented. This type of hybridized model is growing in popularity as more and more researchers create them. Their use has allowed academics to explore a brand-new field.

Data preprocessing of datasets is another area that can be improved. A dataset may have recurrent or repetitive features. Low precision and needless computation may result from this. Therefore, pre-processing data is a crucial step in enhancing a model's performance. There are few techniques that data
pre-processing can boost classifier performance. However, there are ample scopes to improve in real world scenarios.
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