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Abstract 

Image Captioning implies automatically describing the contents of an image, this field of research 

is gaining attention as it stands as a fundamental problem in the field of Machine Learning. In this 

project, we have proposed and developed a model that helps to solve this problem by 

automatically predicting captions for a given image. Our model implements search algorithms like 

beam search and argument-max search for automatically generating the captions for images. We 

have evaluated the correctness of generating captioning by using BLEU Score and have achieved 

an average score of 54.55. 
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I. INTRODUCTION 

As humans, we can quickly see and understand what an image means, but for a machine, interpreting an 

image is not an easy task. But the impact which can be created by a machine by interpreting an image 

and thus describing its content is very high and thus helps solve problems from the image classification 

models or object detection models. For example, it can be used by self-driving cars to properly 

understand the environment around the car, it can be helpful for visually impaired to commute by 

themselves without waiting for any help. It can also be used by CCTV cameras to understand the 

situation and send alerts as needed in case of an emergency. It can also be helpful in the field of internet 

by helping us search an image by describing the content. 

 

To achieve this task of automatically describing the content of an image, many methods were proposed 

in the past years, but the recent advancements made by deep learning has brought about a major change 

in this field. The past works for image captioning suggested creating models and then combining the 

results together, but Deep learning came up with a sequential solution [1] which helped in captioning 

the image in a better and useful way. 

We have used the deep learning technique for doing the image captioning in this project. We trained our 

model on several images and captions dataset, later used the model to predict captions for a given image 

and the returned captions were tested against the ground truth captions already present in the data, and 

we have achieved an average BLEU score of 54.55. 

II. LITERATURE SURVEY 

Captioning of images is done by extracting the features from the images or we can tag images objects 
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with specific keywords. The different technical approaches for captioning images, such as simple hand-

designed And-Or graphs, were used earlier. These were later combined with rule-based natural language 

techniques to devise a caption for the image. This method is highly sensitive and domain specific as 

different domains use different language rules. 

The later techniques which were used for image captioning used the template base approach which 

converts features of an image into text using templates. One such template-based captioning took object 

triplets from the image and later converted them into text using templates. A more complex captioning 

technique using template-based text conversion was later done. The later techniques of image 

captioning included the usage of ranking based techniques which aimed to embed both image and text 

into the same vector and ranked the description for an image. 

Edge based segmentation methods divide an image based on abrupt changes in the intensity of pixels 

near the edges. The result is a binary image with edges of the objects being detected. Neural network has 

been used in this approach to put images and texts together. However, these approaches do not predict a 

caption for unseen image as they do not have the object content in them to caption the new unseen 

images. And these approaches do not check the results with the ground truth and evaluate the 

correctness of the caption generated. 

 

III. PROPOSED METHODOLOGY 

A. Understanding the Dataset 

For this project we need an ample amount of data that contains both images and their corresponding 

captioning which act as the ground truth for the prediction our model will make. There are many such 

datasets that are available online like Flickr8K, Flickr30K, MS-COCO. Both the Flickr30K and MS-

COCO datasets have huge amounts of images and training such huge datasets was not very feasible on 

laptops. Thus, we have used Flickr8K as our dataset and proceeded with our further work on this dataset. 

This dataset contains 8000 images, and each image has 5 captions that clearly describe the content in the 

image. We have later divided our dataset into train and test set. The train set consisted of 6000 images 

and the test set consisted of 1000 images. 

 

B. Data Preprocessing 

Our dataset has both images and text data thus we have two steps of preprocessing for preparing a valid 

dataset for training our model. 

B.1 Image Preprocessing 

The Flickr8K dataset had 8000 various images. Since all the images did not have any water marks or 

labels, we did not apply any morphological operations on these images, but we have resized the images 

to a constant size of 299x299 which in turns helps us during the feature extraction from the images using 

convolution neural networks. 

B.2 Text Preprocessing 

In the Flickr8K, each image had 5 captions describing the content of the image  and these captions 

formed the text dataset. Since the text dataset was crude, we have applied the text preprocessing to make 
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the text ready for training and later prediction of captions. We have reduced the all text characters to 

lower case, removed all the special characters and punctuations as part of data cleaning. We have also 

handled alphanumeric and characters with single occurrences. After cleaning the dataset, we have 

tokenized the captions and obtained a set of words, later we have reduced the size of the vocabulary by 

considering only those words that occurred at least 10 times and thus obtained a vocabulary of unique 

words. 

Preparing Dataset for training 

The data obtained after preprocessing was stored into a dictionary along with the image name as the key 

and each caption as a value, each caption was appended with a start-sequence and end-sequence so as to 

know where a caption starts and ends, which in turns helps us in training and testing and obtained a 

dataset for training 

 

Fig.1.Image of the dictionary storing the dataset prepared for training. 

C. Model 

Since we are dealing with both images and text data which are the captions for the images, our model 

uses the functional API developed by keras which adds up both the models one for images which is 

convolution neural network model and one for the text data which is Recurrent neural network model 

and makes one model. 

. 

Fig.2.Image explaining the architecture of the functional API that merges two models into one 

model
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Fig.3. Image showing the architecture of the model for image captioning 

 

C. 1Convolution Neural Network Model for images 

CNN is deep-learning algorithm which takes an input as an image, learns the different features of the 

image and helps differentiate different images. 

Convolution Neural Network Model 

For this project, we are not classifying the images. So, we need a model which helps us extract the 

features from an image which can be later fed to another neural network so as to get the required output. 

Thus, we have used the already trained InceptionV3 model for this purpose which we altered 

accordingly by removing the last two layers. IncepectionV3 model was developed by google and was 

trained on ImageNet dataset and it classified the images into 1000 various classes. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.4. Image of InvectionV3 model for image feature extraction 

We have fed our images from our dataset into this model and returned the output before the 
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classification layers and obtained an output image vector which was of size 2048. The same was done 

for both test and train datasets and a fixed length image vector was obtained. The output from this 

model is given to a dropout layer to avoid overfitting, this layer helps us to select and drop neurons 

from the neural network. This was later fed into a dense layer which outputs the image vector of the 

size 256. 

C.2 LSTM Model for captions 

In the field of deep learning, LSTM (Long Short-Term Memory) is an artificial RNN (Recurrent Neural 

Network) which can process an input given in the form of a sequence. 

In our project, we use the output from this LSTM and combine it with the image vector of size 256 and 

feed it into another dense layer. 

Here, we pass the indices of the captions as an input to the input layer, which passes the inputs into the 

embedding layer which in turn maps each index of the caption to a 200-dimensional vector. The output 

of this layer is passed on to the dropout layer which avoids overfitting by removing neurons. 

 

Then the output of this is passed to LSTM layer which has internal contextual state cells that act as 

memory cells [2]. LSTM network’s output changes basing on the state of these cells. This is the core 

of how an LSTM network works where the prediction depends on older inputs rather than depending 

only on the previous input. So, in our model, the LSTM predicts what the next partial caption 

should be based on the input partial captions. The output of this LSTM layer is of the size 256, 

which is same as the output from the CNN model at this stage of the model. Later, these two output 

vectors are combined and fed into a new neural layer. 

C.3 Training Approach 

The output obtained from both the dense layers of CNN model and LSTM model are now combined and 

fed into a dense layer, which distributes the probability across all the unique words in the vocabulary 

set. The last dense layer which does the probability distribution is the softmax layer from which we 

can get the output caption. The image below shows the summary of our model. 

 

D. Search Algorithms 

After building and training the model, our task is to generate captions for a test image. For this purpose, 

we use the search algorithms to generate captions for a new test image. There are many search 

algorithms from which we have implemented Greedy and Beam Search algorithms. 
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D.1 Greedy search Algorithm 

 

 
 

Fig.5. Screenshot of the model summary 

Tuning Parameters and Hyperparameters 

Initially we trained the model with 10 epochs, batch sizes as 3 and learning rate as 0.001. But the model 

trained with these parameters generated same and irrelevant captions for a group of 10-20 images and 

again same captions for the next group. Thus, we started by changing the number of epochs to 50, 100 

and so on... Though the results improved from the previous, we did not get the relevant captions. Later, 

we started changing our batch size from 3 to 900, which improved our results and train loss decreased 

from 2.71 to 1.90 and we were able to predict relevant captions that describe the content of an image. 

Increasing the batch size even more could have given us better predictions but after the current batch 

size, any another batch size is crashing the system. So, we have stopped at 900 batch size. The results at 

this value are also near accurate. We have used Adam optimizer for adaptively optimizing the learning 

rate. 

 

epochs_count = 200 

Batch_size=512 Learning_rate=0.001 

Iteration=len(trained_data_captions)/Batch_size 

Fig.6. Sample code for parameters. 
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In greedy search algorithm, we initially pass the image vector of the test image and the start sequence 

and then we generate words for the caption one by one that starts with startseq and predicts the next 

word. But our model generates a vector with all the unique words (1652) and their probabilities. In 

greedy search we choose the words with maximum probability. With the trained model and the image 

vector with features, we can get the next word which is mostly likely to occur and generate the next 

caption word accurately and stop when we reach the endseq. 

 

Fig.7. Image of the caption generated for an image using greedy search. 

D.2 Beam Search Algorithm 

Similar to greedy search we initially pass the image vector and startsequence, but unlike greedy search, 

it does not choose the next word which is most likely to occur but instead chooses next k words, where 

k is beam count, that go after the startseq. These words are now appended with the startseq and form 

a list of k such partcal captions. This is repeatedly done until we reach to the endseq of the caption. 

Fig.8. Image of caption generated for an image using beam search. 
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IV. EXPERIMENTAL RESULTS 

A. Results 

The results obtained from our model are below 
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Fig.9. Images of results obtained from our model using both beam search and greedy search. 

 

B. Evaluation 

Evaluating the captions generated can be done through human evaluation in which we see the image and 

infer the caption and check that with the generated caption, but doing so removes the automatic nature 

of the model and doing this for thousands of images is difficult and will vary from person to person, thus 

human evaluation is a bad practice for such deep learning models. 

The best way of evaluating the generated caption can be by checking its similarities with the already 

present ground truth caption given to us which can lead us to wrong caption prediction because if the 

original caption has five different words and our predicted caption has five same words that are in the 

original caption, then the evaluation gives us a 100 percent accuracy even though it is wrong. To 

overcome these difficulties, we have chosen another way of evaluating the generated caption known as 

BLEU score. 

BLEU score evaluates the generated caption with a list of reference captions, it compares the words in 

the predicted caption and reference captions and gives out a score. When we get a score of 1.0, it is 

called as the accurate prediction. 

We are using the NLTK to help us determine the BLEU score by comparing the predicted caption with a 

list of references. 

 

In our model we are using sentence_bleu function, which is provided by the NLTK library, to which we 
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are passing the tokens list of generated caption as the candidate and the list of tokens of captions for 

each image which we have earlier saved as references. 

Fig.10. Image of caption prediction along with bleu score obtained. 

 

 

 

 

 

 

 

 

 

 

 

Table.1. Table maintaining the logs of various experiments during training the model. 

V. CONCLUSIONS AND FUTURE WORKS 

In this project, we have attempted to generate captions which gives a brief description of a given image. 

After preprocessing of both image and text data, we are using Google’s InceptionV3 model to convert 

the given image into a vector format. LSTM is used to predict the captions. We are using BEAM search 

to choose the appropriate sequence of captions for a given image, and to evaluate the correctness of the 

generated caption for a given image, we are using BLEU score. 

Further, evaluations for the generated caption can be improved and to get more image features and more 

text vocabulary, we can use larger datasets for training. Doing more hyperparameter training can give us 

better results. 

Experiment Parameters chosen Results 

(Bleu score) 

1 Epochs:>200 

Batch_size:900 

Learning_rate:0.01 

Greedy search:0.52 

Beam search(3):0.54 

Beam search(5):0.53 

Training loss:1.98 
Train/Test: 6:1 

2 Epochs:>200 

Batch_size:512 

Learning_rate:0.01 

Greedy search:0.53 

Beam search(3):0.54 

Beam search(5):0.54 
Training loss:2.3 

Train/Test: 6:1 

3 Epochs:>100 

Batch_size:512 

Learning_rate:0.01 

Greedy search:0.49 

Beam search(3):0.51 

Training loss:2.5 
Train/Test: 6:1 

4 Epochs:>50 

Batch_size:256 

Learning_rate:0.01 

Greedy search:0.025 

Beam search(3):0.09 

Training loss:2.9 
Train/Test: 6:1 
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