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Abstract: The purpose of this study is to construct a multivariate input based Hidden Markov model based 

on directional changes to detect regime changes in financial markets. For this study, a Hidden Markov 

Model with multivariate inputs was used. Directional changes were used on historical S&P 500 index 

returns, additionally, Chicago Board Options Exchange's CBOE Volatility Index along with commonly 

used index performance indicators were used as inputs to the Hidden Markov Model. The Hidden Markov 

Model with Directional Change indicators is able to effectively classify regimes on the basis of their 

statistical properties viz. Mean and standard deviation. The motivation of this study is to model and detect 

regime changes in US financial markets over the 22-year period from 2000 to 2022. Hidden Markov 

Models have historically been used by modelling index returns using time series analysis and realised 

volatility, this paper uses directional changes along with other inputs as observed states to the Hidden 

Markov Model like the Chicago Board Options Exchange's CBOE Volatility index, 22 and 66 day returns 

of the S&P 500 index in addition to the 22-day volatility of the S&P 500 index. 

 

Keywords: HMM: Hidden Markov Model, DC: Directional Change, OS: Overshoot, TMV: Total Price 

Movement, R: Returns 

 

Introduction 

 Financial markets can undergo capricious fluctuations in the wake of macroeconomic and political 

changes. Moreover, black swan events like COVID-19 and the Russian -Ukraine war induce extreme 

pressure on the cycle of supply and demand, thereby causing extreme market fluctuations. These 

fluctuations can be easy to notice in terms of the share prices of individual stocks, in terms of modelling 

these, however, a more potent variable to look at is the change in the statistical properties of stock returns 

-namely mean, variance and correlation. Regime switching models can be used to detect such sudden 

changes. [1] 

This paper outlines a Directional Change (DC) based Hidden Markov Model originally proposed by 

[Tsang et al.] to fit a regime switching model on the S&P 500 index. The S&P 500 index has been modelled 

over the time period January 2000- July 2022 as this covers a wide gamut of market conditions and 

regimes. The advantage of Directional Change over Traditional time series-based models is that DC 

indicators can sample values at irregular intervals of time vis-à-vis time series based Hidden Markov 

Models that measure realised volatility over fixed intervals of time. [2][4][5][6] 

The proposed DC based Hidden Markov Model modelled using multivariate inputs [defined in the section 

titled Data and Methodology] returns the optimal number of hidden states i.e. regimes to be 4. The model 

divides the 4 regimes with regime 0 having a mean and standard deviation of 3 -.000134 and 0.013091, 

regime 1 having a mean and standard deviation of 0.000131 and 0.027900, regime 2 having a mean and 
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standard deviation of 0.000339 and 0.006519 and regime 3 having a mean and standard deviation of 

0.000668 and 0.007111 respectively. 

 

Literature Review  

1. Directional Changes: Directional changes are used to summarise price movements over time. 

Unlike time series analysis that uses realised volatility over seconds, minutes, hours, days etc. DC 

indicators are sampled at irregular time intervals. This helps better model random transactions in financial 

markets that follow no regular rate like x transactions per time period. The figure below illustrates a DC 

event: 

 
A representation of a Trend with DC and OS events Source: [2][4][5][6] [Fig 1] 

 

Consider an asset price is on a downtrend, at point A in the figure above the price of the asset on the 

subsequent day increases by more than a predetermined threshold value say Q. This is a Directional 

Change event. The threshold determines how sensitive the model is to market fluctuations- a lower 

threshold would capture market fluctuations at a higher frequency and vice-versa. The choice of the 

threshold depends on the frequency of data available, in case of high frequency data like per second data 

a lower threshold might be more suited, however for relatively low frequency data like daily data, a higher 

threshold might be more suitable. Moreover, point A is now considered to be the extreme point (low). A 

DC event is followed by an OS or Overshoot Event where the asset continues its uptrend till point C before 

falling by more than the threshold Q. Subsequently, point C is considered to be the extreme point(high). 

A trend comprises a DC event and an OS event. Similarly, a trend can be an uptrend followed by a 

downtrend. [Tsang et al.][2][4][5][6] also defines the concept of TMV or Total Price Movement and 

Returns R (These returns will be later used as the observable set of states in the Hidden Markov Model 

which will be described in the next section.) 
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TMV and R have been described as follows [Tsang et al.][2][4][5][6]: 

 

1. TMV=(|Ps−Pe|)/(Ps*Q)  

2. R= (|TMV|×Q)/T  

 

Where:  

● Ps=Price at the start of the trend  

● Pe=Price at the end of the trend  

● Q=Threshold 

● T= Time to complete a trend 

 

2.  Hidden Markov Model: Hidden Markov Models have a wide range of applications like sequence 

matching, signal processing, speech recognition and computational finance. Hidden Markov Models can 

be used effectively to detect regime changes in financial markets and in subsequent asset and portfolio 

allocation.[8] used a Hidden Markov Model based investment strategy using pricing trends. [7] used 

hidden Markov models to construct a regime switching factor investing model. A Hidden Markov Model 

is a Markov process and comprises a set of hidden states and visible observable states. The hidden states 

are influenced by the observable states and the objective of the model is to infer the hidden states from the 

set of observed states . A Markov chain or Markov process is a stochastic model describing a sequence of 

possible events in which the probability of each event depends only on the state attained in the previous 

event and not on any of the states attained before the previous event. 

 

Figure 2 shows a representative diagram of a hidden Markov model: 

 
Source:[7][Fig 2] 

 

A Hidden Markov Model or HMM comprises of the following components:[9] 

A. A set of H of n hidden states hi. 

B. A transition probability matrix T, where tij corresponds to the probability of a transition from state 

i to state j.  
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C. A sequence O of observable states oi 

D. An emission probability matrix E representing the probability of observable state oi being 

generated from the hidden state hi. 

E. An initial probability distribution π where each πi represents the probability that the Markov chain 

will start in state hi. 

 

In addition to the Markov property which states that the probability of being in the current state only 

depends on the previous state i.e., P (hi|h1...hi−1) = P(qi|qi−1), a Hidden Markov Model also satisfies P 

(oi|h1 ...hi,...,hT ,o1,...,oi,...,oT ) = P(oi|hi) i.e. the probability of being in observed state oi only depends on 

the state hi that produced it and not on any other states.[9] 

 

Rabiner et al. proposed that HMM’s should be utilised to address these 3 problems:[10] 

A. Likelihood 

B. Decoding 

C. Learning 

 

For the purpose of regime detection, the Hidden Markov Model will be used to Decode the hidden set of 

states i.e. the regimes using multivariate inputs i.e. observed states. 7 The Viterbi algorithm, which is a 

dynamic programming problem, is used for the purpose of decoding the most probable set of hidden states 

from the observed states.[9] For learning the parameters (transition probability matrix and emission 

probabilities) of the Hidden Markov Model, the Baum Welch algorithm is used which is a special case of 

the Expectation Maximisation algorithm.[9][11][12] 

 

Data and Methodology  

1. Data: All the data used for the purpose of this research was obtained from Yahoo Finance using python’s 

dataReader. This includes historical S&P 500 index data and Chicago Board Options Exchange's CBOE 

Volatility Index which measures the expected volatility of the Stock Market based on S&P 500 index 

options. Furthermore, commonly used index performance indicators like 22 day returns,66 day returns 

and volatility of the S&P 500 index have also been used. The time period of the data is from January 2000 

till July 2022. To account for gaps and discrepancies across different time series datasets, data values have 

been carried forward within a dataset. 2. Methodology: For implementing the Hidden Markov Model, 

python’s hmmlearn library was used. Directional Changes were applied on historical data for the S&P 500 

index. Since a trend i.e. direction change event followed by an overshoot event takes place over different 

time periods with a single value for R, to create daily data for R, the same value of R for a trend was taken 

for the entire duration of the days in the trend. The same was done for the TMV values and time taken for 

the completion of a trend value. The R values obtained were transformed using log transformation to 

model the data better and change the distribution to gaussian distribution. 8 For the purpose of this 

research, the GaussianHMM from the hmmlearn python library has been used. GaussianHMM uses the 

expectation maximisation algorithm to learn the parameters of the Hidden Markov Model like the 

transition probability matrix, emissions probability matrix and the initial distribution probabilities. The 

expectation maximisation algorithm is an iterative algorithm and might get stuck at a local optima, for this 

purpose, whilst fitting, the random state of the GaussianHMM needs to be changed continuously to ensure 

that the algorithm converges for different values of the random state. Furthermore, another consideration 
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with the Hidden Markov Model is that it is an unsupervised learning algorithm, as a result, the number of 

hidden states of the model need to be predetermined. To find the optimal number of regimes, the model is 

fit on the same dataset for different values for the number of hidden states. The score of each model is 

evaluated using model.score and appended in an array then the model with the best score is used for 

predictions. Results and Discussion  

Fig 3 shows the PDF of log transformed values of R, the transformation is done to introduce symmetry so 

that the R values can be modelled better. 

 

 
PDF of log transformed R values [Fig 3] 

Fig 4 shows the values of R plotted over time, the massive spikes in 2008 and 2020 indicate the 

ramifications of the 2008 financial crisis and COVID-19 on the stock market and its volatility.  
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R values v/s time [Fig 4] 

 
Log transformed R values v/s time [Fig 5] 

For the number of hidden states equal to 4, the model gives the best score, thus the optimal number of 

regimes is 4. 
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[Table 1]  

 

[Tsang et al.][2][4][5][6] visualised market regimes in an indicator space by plotting the normalised 

average value of Time and normalised average value of TMV. Fig 6 below visualises the 4 market regimes 

based on their normalised average value of Time(y-axis) and normalised average value of TMV(x-

axis).Fig 6 clearly shows a distinct separation among the 4 different regimes. 

Normalisation has been done as per the formula: 

x(i)=x(i)-min/(max-min) where max and min denote the maximum and minimum values of TMV and time 

for each of the 4 regimes. 

 
 

Representation of regimes in the indicator space [Fig 6] 
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The value of the threshold for the directional change indicator R has been chosen using trial and error at 

0.01 for optimal separation of the 4 regimes. Fig 7 below plots the mean(x-axis) vs std deviation(y-axis) 

values of the daily returns for all the 4 regimes.  

 
 

Mean vs Standard Deviation of the 4 regimes [Fig 7] 

Regimes when the mean daily return is high and the standard deviation is low are better for investing 

whereas those with low mean returns and high standard deviations are not suited to investing. The table 

below shows the values for mean and standard of the daily returns for all 4 regimes. Regime 0 is the 

worst as it has negative mean daily returns and the second highest standard deviation whereas Regime 3 

is the best for investing in equity as it has the highest mean returns and second least standard deviation. 

 
[Table 2] 
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Regime prediction for historical data [Fig 8] 

Fig 8 depicts the predicted regime for dates spanning from January 2000 till July 2022 based on the Viterbi 

algorithm which predicts the most likely set of hidden states i.e regimes using the maximum a posteriori 

probability estimates of the regimes. 

 

Conclusion 

As shown by the results, a Hidden Markov Model using directional changes can determine regimes during 

different macroeconomic and political conditions. The model is able to differentiate regimes suitably 

based on mean and standard deviation of the daily returns of the close price of the S&P 500 index in the 

4 different regimes. Moreover, the model is able to differentiate between the 4 regimes when plotted on 

the indicator space that depicts normalised average TMV values versus the normalised average time 

values. 

Additionally, there are further developments that can be made to the model- high frequency 

macroeconomic data, housing data, growth statistics, employment statistics etc. can also be incorporated 

as observable states as a part of the multivariate input to the Hidden Markov Model, however, due to 

limited computing power and lack of open source data, these could not be incorporated in this study.  
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