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Abstract
NASA’s turbofan engine is a vital equipment used in its aircraft fleet. This engine is designed to provide the required thrust for various missions, from scientific research to astronaut training. However, this engine requires regular maintenance to ensure its optimal performance and safe operation. In this paper, we will find the remaining useful life of the turbofan engine by applying data science techniques and machine learning algorithms for predicting more accurate maintenance requirements. We will examine the performance metrics of different machine learning models and tune the parameters of the best model using random search. We will be deployed as an application using Streamlit. The final result of the web application is that it provides the results of the predictions done by the model as a csv file along with the model loss and accuracy.
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1. Introduction
Predictive Maintenance (PdM) is a proactive maintenance approach that uses data analysis and machine learning algorithms to predict when maintenance should be performed on a machine or system. By analyzing real-time data from sensors and other sources, PdM can help identify potential failures before they occur, minimize downtime, and reduce maintenance costs. The data that we have considered for predictive maintenance is online and it is available on kaggle [1]. We are going to predict the Remaining useful life of NASA’s turbofan engine using various machine learning models since PdM has become increasingly important in the aviation industry, where the safety and reliability of aircraft are of paramount importance.

NASA turbofan engines are a type of high-bypass turbofan engine used in aircraft, including commercial airliners, military aircraft, and space vehicles. These engines are designed to provide high thrust and fuel efficiency while minimizing noise and emissions. They are critical components of modern aviation and require high maintenance to ensure their safe and reliable operation.

The dataset contains simulated aircraft engine run-to-failure events, operational settings, and 21 sensor measurements provided by Microsoft. It is assumed that the engine progressing degradation pattern is reflected in its sensor measurements, which are provided in a text format.
The Remaining useful life metric has been calculated with a difference of the whole engine life cycle from the cycle that the engine has completed, with the help of this feature we are going to fit the dataset with different machine learning models.

The purpose of this research paper is to present a Streamlit app developed for the Predictive Maintenance of NASA turbofan engines. The app uses the best machine learning algorithm to analyze real-time data from the engines and predict when maintenance should be performed. The scope of the research paper includes a literature review of existing PdM techniques, a description of the methodology used to develop the app, a presentation of the app's results, and a discussion of the implications of the app for Predictive Maintenance in the aviation industry.

2. Literature review

Predictive Maintenance (PdM) has been widely studied and applied in various industries. Many studies have shown that PdM can significantly reduce maintenance costs, increase equipment uptime, and improve safety. In the aviation industry, PdM is particularly important for ensuring the safe and reliable operation of aircraft engines. PdM techniques in aviation typically involve collecting data from various sensors and systems on the aircraft, analyzing the data using statistical and machine learning algorithms, and using the results to predict when maintenance should be performed.

Despite the benefits of PdM, there are also some challenges and limitations to its implementation. One of the main challenges is the complexity of the data collected from aircraft systems, which can make it difficult to identify patterns and predict failures accurately, so for the feature extraction part of the model we have considered using the reference [2], and since we are predicting the Remaining useful life of an engine, the formula has coined from the reference [3], and moreover, there are also research papers that have made remaining useful life for engines with operational data [4], and considering all these research papers and studies, there are also studies for predictive maintenance on lithium-ion batteries using machine learning techniques [5], which is different from the turbofan maintenance, and with keeping all these studies in mind, we have made a research paper for the predictive maintenance of the NASA’s turbofan engine, in the aviation industry.

Moreover, there is an additional research paper on Deep learning based RUL prediction using an optimized decision tree [6], which has been referred to calculate the RUL formula, and has also used machine learning techniques to predict the RUL of an engine. Additionally, PdM requires significant data processing and analysis capabilities, which can be challenging for smaller organizations. There is also a need for continuous monitoring of the data to ensure that the predictions remain accurate over time. Finally, there are issues related to data privacy and security, which must be carefully addressed to ensure that sensitive data is not compromised.

Machine learning-based approaches have been widely studied and applied in PdM. These approaches involve training machine learning models on historical data to predict when maintenance should be performed. Many studies have shown that machine learning-based approaches can outperform traditional statistical approaches in terms of accuracy and reliability. Some of the most commonly used machine learning algorithms for PdM include decision trees, random forests, neural networks, and support vector machines. Deep learning techniques, such as long short term memory and recurrent neural networks, have also been applied in PdM with promising results. However, machine learning-based approaches also have their own set of challenges, including the need for large amounts of high-quality data and the risk of overfitting the model to the data.
3. Methodology

Use either SI or CGS as primary units. (SI units are preferred.) English units may be used as secondary units (in parentheses). An exception would be the use of English units as identifiers in trade, such as “3.5 inch disk drive”. The dataset has been acquired from the online resource [1], and it refers to the NASA turbofan engine degradation simulation data, which contains sensor data from multiple turbofan engines, including information on temperature, pressure, and rotational speed, as well as data on the health and performance of the engines over time. The dataset includes both nominal and degraded engine conditions, allowing for the development of machine-learning models capable of predicting when maintenance should be performed, the methodology of how this problem has been approached has shown in figure 1.

![Architecture diagram](image)

Figure 1: Architecture diagram

The dataset has gone through several preprocessing techniques, starting from treating null values, followed by treating duplicate values since duplicate values in a dataset don’t do any contribution to the learning of the model, the duplicate values are dropped from the dataset, then feature engineering has been performed in the data to extract meaningful features from the raw sensor data, this involves calculating statistical features such as mean, median, standard deviation, and skewness for each sensor signal along with finding how the sensor have been distributed using histogram, finding the outliers present in each sensor using a box plot, and finally a time series plot of each sensor value on how it performs over the sensor value. Using a heatmap, the correlation of the features has been plotted to show which of the features is more correlated, and once the resulting features are found they have been normalized to ensure that all the features had a similar scale and range using standard scaler function.

Followed by the preprocessing of data, then the data have been split into training and testing sets so that they can be used to fit the model. Then several machine learning algorithms were evaluated for their ability to predict the remaining useful life of the turbofan engines. These include regression analysis models such as linear regression, lasso regression, ridge regression, decision trees, random forests, support vector machines, gradient boost regressor, and deep learning algorithms such as artificial neural networks, recurrent neural networks, and lstms. The models were evaluated using a range of performance metrics, including mean squared error, root mean squared error and r2 score, to determine the most effective algorithm for the task.

Then the final best algorithm will be tuned with the best parameters using the Random Search CV function, this step is crucial to increase the accuracy of the model for the specific problem statement, once it is done, then the model is saved as a pickle file so that the pre-trained model can be used to
directly predict the data. This model will be used in the web application, to predict the data from the user, so that the user can get the RUL predictions from the model.

The web application for predictive maintenance for NASA turbofan engines was developed using the Python framework Streamlit. The app takes as input from the user of the real-time sensor values from the engine and uses the model which has been imported as a pickle file to predict the remaining useful life of an engine. The app includes a user-friendly interface for inputting data and displaying the results of the analysis, including the predicted remaining useful life of the engine. The app also allows users to visualize the sensor data over time and view diagnostic plots and other relevant information. The app was designed to be scalable and customizable, allowing for easy integration with other systems and data sources.

4. Results

Use equation editor feature of your word processing software to create equation if equation contains division, or multiple lines. In this section, we present the performance of several machine learning algorithms evaluated for predicting the remaining useful life of the NASA turbofan engine. Since being a regression problem, the models were evaluated using several performance metrics, including mean squared error (MSE), root mean squared error (RMSE), R-squared (R2), and the accuracy score of the model on how well it has performed on the training data, all these metrics have been stored in a data frame which is shown in figure 2, to get a clear insight on which model has made the accurate predictions of the remaining useful life of an engine without underfitting or overfitting.

<table>
<thead>
<tr>
<th>Model</th>
<th>MSE</th>
<th>RMSE</th>
<th>R2</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 Linear Regression</td>
<td>6992.42</td>
<td>83.62</td>
<td>3.08</td>
<td>56.000000</td>
</tr>
<tr>
<td>1 Lasso Regression</td>
<td>6841.03</td>
<td>82.71</td>
<td>2.99</td>
<td>56.000000</td>
</tr>
<tr>
<td>2 Ridge Regression</td>
<td>6992.36</td>
<td>83.62</td>
<td>3.08</td>
<td>56.000000</td>
</tr>
<tr>
<td>3 Decision Tree</td>
<td>10148.27</td>
<td>100.73</td>
<td>4.50</td>
<td>100.00000</td>
</tr>
<tr>
<td>4 Random Forest</td>
<td>7279.90</td>
<td>85.32</td>
<td>3.24</td>
<td>94.000000</td>
</tr>
<tr>
<td>5 Support Vector Regressor</td>
<td>5770.52</td>
<td>75.96</td>
<td>2.35</td>
<td>57.000000</td>
</tr>
<tr>
<td>6 Gradient Boosting</td>
<td>6968.80</td>
<td>83.47</td>
<td>3.06</td>
<td>60.000000</td>
</tr>
<tr>
<td>7 ANN</td>
<td>5838.62</td>
<td>76.41</td>
<td>2.40</td>
<td>63.250051</td>
</tr>
<tr>
<td>8 RNN</td>
<td>6917.89</td>
<td>82.16</td>
<td>3.03</td>
<td>100.00000</td>
</tr>
<tr>
<td>9 LSTM</td>
<td>7266.25</td>
<td>85.24</td>
<td>3.24</td>
<td>100.00000</td>
</tr>
</tbody>
</table>

Figure 2: Results of various models

Based on the results, the linear regression model has not performed very well on the training data and has made a lesser accuracy score with a higher MSE value, the same goes for the lasso and ridge regression models. The decision tree model achieved the lowest MSE value, indicating that it provided the best predictions overall. However, it is important to note that the decision tree model achieved a perfect accuracy score of 100% which may suggest overfitting to the training data, so to overcome this overfitting problem we have considered using the Random forest model, and it has produced a great result with least MSE value and with the highest accuracy without overfitting the data.

The Support vector regressor and gradient boosting models achieved similar results to the linear regression models, while the ANN have achieved this result with the help of a simple model but increasing the layers of the model would help in increased accuracy, the other deep learning models such
as RNN and LSTM performed well by having a slight higher MSE value, overall both the algorithms performed well with less MSE values but have overfitted the training data, so that we can’t able to select the deep learning models as the best model.

Finally, the results of our analysis suggest that machine learning based approaches can be effective for predictive maintenance of NASA turbofan engines. However, it is important to carefully evaluate the performance of each model and consider the limitations and potential biases of the dataset and modeling techniques used, keeping that in mind, we have selected Random forest model has the best model and to increase the accuracy of the model hyperparameter tuning has been done over the model.

In conclusion, the parameters of the base random forest model have been tuned with some of its parameters such as the number of trees in the forest, the maximum depth of each trees in the forest, the minimum number of samples required to split an internal node, the minimum number of samples required to be at a leaf node, and the parameter specifies the maximum number of features to consider when splitting a node, all these parameters values are specified in a search space, and Randomized Search CV fits all the values randomly into the model with the training data and gives the parameters that have best fitted the model, by this the base model have an improved accuracy of 2%, which is shown in the figure 3.

![Figure 3: Base model vs Tuned model](image)

5. Model Deployment

Once the best model have been tuned with the best parameters, then the model have been dumped into a pickle file, so that the pre-trained model can be used to predict the new data, and so it will be used in the web application to predict the user’s data. The Streamlit application developed in this study provides a user-friendly interface for predictive maintenance of NASA turbofan engine, one of the key features of the app is the visualization of accuracy vs predicted values in the form of a chart, this chart allows maintenance teams to quickly access the accuracy of the predictions made by the machine learning models and make informed decisions about maintenance schedules and downtime.

In addition to the accuracy vs predicted chart, the app also allows users to download the predictions as a csv file, this feature enables maintenance teams to easily integrate the predictions into their existing maintenance management systems, further streamlining the maintenance workflow.

The input from the user has been got through a drop down bar, where the user can drop the data in the specified column, and he can drop upto 200 mb file, and the specified file should be dropped in the specified field, so that the model can able to predict the value, once the files have been dropped and if the user presses the predict button, the backend application works and it returns the chart of actual vs predicted along with the predictions in a csv file, which the user can able to download and along with it the application display the loss and the accuracy of the model, and the final model is deployed in the streamlit website for further use of the application, and a view of the application is shown in the figure 4.
However, it is important to note that the accuracy of the predictions made by the machine learning models depends on the quality and completeness of the input data. Therefore, it is important for maintenance teams to ensure that they are collecting and inputting high-quality data into the app. Additionally, further testing and validation of the app would be necessary before it can be fully integrated into the maintenance workflow of NASA turbofan engines.

While the results of this study are promising, there are several limitations and potential directions for future research. First, the dataset used in this study was relatively small and may not be representative of all NASA turbofan engines. Therefore, it would be beneficial to evaluate the performance of machine learning models on larger and more diverse datasets. Second, the models developed in this study were trained and evaluated on historical data and may not be able to predict previously unseen failure modes. Therefore, it would be useful to test the models on real-time data to evaluate their performance in a real-world setting. Finally, while the app developed in this study is user-friendly and accessible, additional features could be added to enhance its functionality and usability, such as the ability to visualize engine data.

6. Conclusion

In this study, we have developed a Streamlit application for predictive maintenance of NASA turbofan engines using machine learning algorithms, our results showed that the Random forest
regressor have out performed all the other models such as Linear Regression, Lasso Regression, Ridge Regression, Decision tree, Gradient boosting, ANN, RNN, and LSTM.

The application we developed provides a user-friendly interface for maintenance teams to input engine data and generate accurate predictions of engine failures, the accuracy vs predicted chart and the ability to download predictions as a csv file provide valuable tools for maintenance teams to make informed decisions about maintenance schedules and remaining useful life.

In future research, it would be valuable to explore the use of other machine learning algorithms or combinations of algorithms to improve the accuracy of predictions. Additionally, incorporating other factors such as weather data or pilot behavior could provide a more comprehensive understanding of engine failures. Finally, research could also focus on the integration of Predictive Maintenance systems with other aircraft maintenance management systems to further streamline the maintenance workflow.
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