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Abstract 

The brain tumor is one of the deadliest diseases in the world nowadays. Only in the United States of 

America, today the number of people having brain tumor is more than 700,000 [1]. Approximately 16,000 

people would die in the process of a brain tumor in the year 2020 [1]. It'll be really grateful for monitoring 

and identification if the characterization of tumors in the brain can be done at a very pre-mature stage. 

Numerous researchers have already taken some attempts to use various techniques, such as digital 

mammography, MRI, CT (Computed Tomography), etc. To detect the exact type of brain tumor from MRI 

images CapsNets became an improved architecture. Since these networks can operate with fewer training 

samples. We used a dataset from kaggle to monitor the tumor in the brain at the very initial stage. AT first, 

in the CNN model, each of the input pictures will move through a set of filter convolution layers (called 

Kernels), then pooling, then completely related layers (FC) and applying Soft-max function to define a 

probabilistic meaning object. The outcome from the proposed technique reveals that 92 percent of 

accuracy can be gained from this technique.  
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1 Introduction 

A tumor which begins in the spinal cord or brain is a primary spinal cord or brain tumor. An estimated 

23,890 adults (13,590 men and 10,300 women) will be diagnosed with primary cancer of the brain and 

spinal cord in the United States this year 2020 [2]. The probability of a person developing this kind of 

tumor in their lifetime is less than 1%. Of all main central nervous system (CNS) tumors, brain tumors 

account for 85 percent to 90 percent [3]. This year, about 3,540 kids under the age of 15 will also be 

diagnosed with a brain or CNS tumor. The remainder of this guide deals with primary adult brain tumors 

[3]. 

The most prevalent and violent disease is brain tumors, leading to a very low life span at the highest level. 

Thus, recovery preparation is a crucial step in improving patients ' quality of life. Different types of 

imaging methods like computed tomography (CT), magnetic resonance imaging (MRI), and ultrasound 

imaging are commonly used to test tumors in the brain, lung, liver, breast, prostate, etc. In particular, MRI 

images are used in this work to diagnose tumors in the brain. The enormous amount of data produced by 

the MRI scan, however, thwarts manual tumor vs. non-tumor classification at a specific time. However, 

for a limited number of images, precise quantitative measurements are given with some limitations.  In 

order to avoid human death rates, a trustworthy and automatic classification scheme is therefore necessary. 

In the broad spatial and structural heterogeneity of the surrounding brain tumor area, the automatic 
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classification of a brain tumor is a very difficult task. Automatic brain tumor detection is proposed in this 

study using the classification of Convolutional Neural Networks (CNN). By using small kernels, the 

deeper architecture design is carried out. The neuron weight is given as a small number. Experimental 

findings show that the 97.5 percent accuracy of the CNN archives is poor in difficulty relative to all other 

states of the art methods [4]. 

CNNs are active nine times out of ten, as we hear regarding deep learning breaching a new technical 

barrier. In certain examples, they have learned to organize photos into classifications much better than 

humans. If there is one approach that justifies the hype out there, it is CNNs. What's really cool about 

them is that, at least when you break them down into their basic pieces, they are easy to comprehend.  

Images are compared piece by piece by CNNs. The parts that it scans are called characteristics. CNNs get 

much better at seeing similarity than whole-image matching schemes by finding rough function matches 

in essentially the same places in two pictures. 

 

2 Literature Review 

Brain tumor identification is an indispensable way to treat brain tumor disease. Convolutional Neural 

Network is a widely used method in this field. In our work, we have used one of CNN architecture named 

Capsule Networks (CapsNets). Among different types of deep CNN methods proposed by many 

researchers, CapsNets provide the most efficient result. CapsNets can work on a small dataset and its 

accuracy rate is high, that’s why we are working on this CNN architecture. We also studied some 

renowned scholar’s works in this field and their achievements. 

Havaei et al. [5]'s recent research for brain tumor segmentation. It proposed a deep Convolutional Neural 

Network (CNN) two-path that takes into account the properties of the pixels and surveys the neighboring 

pixel’s probabilities. When the region of the tumor segmentation is completed, it is possible to extract 

various kinds of features to be served to the identification module. 

Usman et al. [6] used these input vector features such as intensity, differences in intensity wavelet texture, 

and neighborhood to instruct a random forest classifier. These effects of tumor area augmentation are 

Strength histogram, Bag-of-Words (BoW), and Gray Degree Co-occurrence Matrix (GLCM) [7]. The 

specificity of brain tumor classification can be improved by tumor region augmentation. 

  

Abbadi et al. [8] have hypothesized that the Gray Level Run Length Matrices (GLRLM) and GLCM can 

be used to eliminate eighteen tumor classification features by Probabilistic Neural Networks (PNN) for 

these two items. All previously described tumor classification studies have had one significant downside, 

i.e. they require advanced knowledge of the type of functionality to be eliminated, which also lowers their 

capacity for generalization. 

  

There is tremendous learning potential for CNNs [9]. Without any initial information, it can also collect 

the essence of an input image, providing a satisfactory image classification system for them. 

Recently, the deployment of CNNs for the identification of the type of brain tumor is discussed in [10], 

where both CNNs and neural networks are used along with various pre-processing measures that involve 

augmentation of data. CNNs which are functional without any pre-processing surpass other MRI 

techniques for the axial brain. CNNs have certainly overcome several image processing methods, but they 

also have some disadvantages. For example, they are not powerful enough to influence transformation yet 

do not take into account the spatial relations within the picture. Therefore, in order to strengthen their 
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generalization, CNNs must be provided for training data that includes all sorts of rotations. In addition, 

small data sets are typically poorly opposed by CNNs, most of which are medical image collections, like 

brain MRIs. 

  

Capsule networks (CapsNets) have recently been proposed by Sabour and Hinton et al. [11] to address the 

previously stated disadvantages of CNNs. There are multiple neurons for every capsule inside the network. 

Numerous position parameters such as position, scaling, orientation regulate the activity vector of every 

capsule. The probability of the particular object’s presence described by the capsule provides the duration 

of each vector of operation. Routing using agreement is the most important aspect of CapsNets, which 

means that capsules at lower levels forecast the outcome of capsules at higher levels, and the higher-level 

capsules only start if these predictions agree. Then we optimize the attainability of these advantages in 

this study and support the CapsNet structure for the issue of detecting brain tumor type. Throughout this 

regard, we look at many possible Capsule network architectures and consider the one that improves the 

precision of the prediction for the issue at hand. In addition, to investigate the impact of input data on Caps 

Networks, we analyze the following two situations as the input to the built CapsNets (i) entire image of 

the brain is presented to that network, as well as; (ii) segmented areas are absorbed. Because of the 

complex structures of CapsNets, it is important to learn many parameters, they appear to train data over-

fitting mainly on tiny datasets such as brain MRIs. As a result, the overfitting issue of Caps Nets for the 

brain tumor identification problem is considered to resolve a regularization criterion. At last, we extend 

the visualization framework for the outcome of the Caps Nets to properly evaluate features that the built 

model developed using the data. 

The remaining of the whole paper is designed like this: the mathematical context needed for CNNs is 

described in section 3. Section 3 takes Caps Nets into account and introduces in Section 4 the suggested 

solution followed by experimental outcomes. Finally, the paper ends with Section 5. 

“By using Convolution Neural Networks (CNN) in the work, automatic brain tumor detection is suggested 

by J Seetha et al” [4]. The deeper architecture implementation is carried out by using tiny kernels. “They 

used neurons in tiny sizes. We can see from experimental findings that the CNN registers 97.5 % which 

has very low complexity and also contrasts it with the remaining states of the art method” [4]. 

The idea of deep transfer learning is taken up in the [12] proposed classification system and uses a 

GoogLeNet that is pre-trained so that features can be extracted from MRI images of the brain. To classify 

the removed functions, the classifier models which are already proven were unified. “After a five-fold 

cross-validation procedure at the patient level, the experiment records a mean classification on the fishare. 

Suggested framework MRI dataset that gives 98 percent precision, surpassing all state-of-the-art methods” 

[12]. 

 

3. Objective of the Study 

To create an improved architecture that maximizes the accuracy of the classification issues at hand for the 

brain tumor classification problem, implement and integrate Capsule Networks (CapsNets). Investigate 

the over-fitting problem of CapsNets based on a true set of MRI images. Start exploring whether or not 

CapsNets will provide a better fit for all brain images or just the specific segmented tumor. Develop a 

visualization paradigm of CapsNet output to help explain the characteristics taught. So we're presenting 

that an evaluation of CNN models including LeNet-5, VGG 16, Inception V1, ResNet, Xception, and 

AlexNet to achieve a better recognition accuracy compared too many exiting approaches. 
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Problem Definition 

Brain tumor identification is a major problem in medical science. If we can identify brain tumors at the 

early stage using machine learning, we can reduce the mortality rate drastically. Sometimes convolutional 

neural networks may give less accurate results because of data shortage. For the most part capsule network 

solves this problem. 

 

Motivation 

There has recently been a surge of interest in Capsule Networks (CapsNets) for the issue of the 

classification of brain tumor type. To detect the exact type of brain tumor from MRI images CapsNets 

became an improved architecture of CNN that gives more accurate results than other machine learning 

methods. It’s our duty to develop a more accurate and efficient technique to handle brain tumor type 

classification. By seeing people’s suffering, we get more motivation of using this CapsNets architecture 

to detect brain tumor type classification. The report will cover data acquisition, image processing, and 

future works. 

 

4. Methodology 

Convolutional Neural Network 

The CNN (Convolutional Neural Network) is a deep learning algorithm for image processing. For most 

of the machine learning practitioners today, CNN is an essential instrument. An input image is taken from 

CNN image classifications, processed, and categorized under those categories. Technically, the 

preparation and testing of CNN deep learning models, each of the input pictures will move through a set 

of filter convolution layers (called Kernels), then pooling, then completely related layers (FC) and 

applying Soft-max function to define a probabilistic meaning object between 0 and 1. 

The following three properties are used by CNNs: First of all, every single layer gets feedback from the 

previous phases. Using this method, it is possible to detach the edges and corners. After that, the 

characteristics may be combined to classify higher-order characteristics in the next layers. Then the 

principle of shared weights is the second important parameter, which means that for the overall picture, 

similar feature detectors can be used. Ultimately, CNNs typically got many levels of sub-sampling. These 

layers are centered on the issue that not only beneficial but also harmful are the exact position of the 

characteristics, as for various causes, this detail tends to vary. [13]. 

 

Figure1: Schematic diagram of a basic convolutional neural network 
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Although CNN is very useful in many areas, it has some fundamental drawbacks. CNN does not encode 

the object's location and orientation. The ability to be spatially invariant to the input data is missing. 

Let us consider an instance that is very simple and non-technical. Imagine the face. What components are 

there? We have an oval profile, two eyes, a mouth, and a nose. The mere existence of these objects can be 

a very strong indication for a CNN to take into account that there is a face in the picture. Orientation and 

relative spatial relationships are not very important to a C between these components 

"The pooling operation that used in convolutionary neural networks being a major mistake and the fact 

that it works that much well is a misfortune," Hinton said. 

To overcome these drawbacks a most recent architecture called Capsule Network (CapsNet) is introduced. 

 

Capsule Network 

A capsule is a group of neurons that trigger individually for different properties of an object type. 

Basically, a capsule is a collection of neurons that collectively generate a vector of an action that contains 

the instantiation value of that neuron with one portion for each neuron. For the most part, the drawbacks 

of CNNs are linked to the pooling layers. Layers are replaced in Capsule Networks with an acceptable 

criterion called “routing by agreement”. According to the capacity of the child to predict the outputs of 

the parents, all outputs to all parent capsules are sent on the next sheet. After a few iterations, the results 

of each parent may overlap with some children's predictions and vary from the others, the parent is present 

or absent from the scene. 

By multiplying a weight matrix by its production, each child computes a prediction vector. 

 

After that, the parent's output is computed as a prediction scalar product with a coefficient reflecting the 

likelihood that this child belongs to that parent. What predictions of the child are similar to the resulting 

performance raises the coefficient between those parents? 

 

Figure2: Proposed model Brain tumor classification architecture 

 

 
 

Capsules are neuron classes, and different pose parameters are represented by the activity vectors of these 

neurons. CNNs are often aligned with the layers of pooling. These layers are then replaced by more fitting 

requirements called “routing by agreement”. In the next sheet, outputs are sent to all parent capsules. Each 

capsule attempts to predict the outcome. The coupling coefficient increases as this estimate match the real 

performance of the parent capsule. 

Suppose, ui = output of capsule i. And the parent capsule prediction j. 
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               uˆj|i = Wijui, 

Where uˆj|i is the vector of prediction of the jth Capsule.  Wij this is the Matrix of Weighting. The following 

Softmax function calculates the coupling coefficients cij. 

 

                
 

 bij is the log probability. At the beginning of the routing according to the agreement process, it is initially 

set to 0. As follows, the input vector i is determined. 

              sj = Xcijuˆj|i. 

 

Finally, To minimize capsule production vectors from reaching one, the following non-linear feature for 

squashing is used to form the final output of each capsule on the basis of its given initial vector value.                            

 

 

 

 

The input vector for Capsule j is sj and the output is vj. Agreement aij is then estimated as follows to update 

log probabilities and coupling coefficients. 

              aij = vj.uˆj|i.            

A loss function lk is associated with each capsule k in the last layer. The loss function lk is determined as 

follows. 

                lk = Tk max(0,m+ −||vk||)
2+λ(1−Tk)max(0,||vk||−m−)2 

Whenever class k is currently present, where Tk is 1 and is 0 otherwise. The hyper parameters are the terms 

m+, m-, and λ 

 

5. Dataset Description 

In this paper, we used the brain MRI dataset [14] to test our proposed architecture. Our dataset consists of 

a total of 253 images of the brain diagnosed with three brain tumor types. All images are in JPG format. 

We have used 80% data as a training set and another 20% as a test. It consists of two types of MRI scans: 

No-no tumor 

YES-cancer 

In this dataset, we got 155 images with tumors and 98 images with no tumor. Images have different width 

and height and different sizes of "black corners". In general, the dimension of the image is (224x224). 

All images are in one folder with subfolders yes and no.  

 

Accuracy Table 

Table 1: CapsNet classification test accuracy 

Method Epoch Accuracy 

Baseline - 81% 

CapsuleNet 500 84% 

CapsuleNet 1000 91.8% 

 

https://www.ijfmr.com/


 

International Journal for Multidisciplinary Research (IJFMR) 
 

E-ISSN: 2582-2160   ●   Website: www.ijfmr.com       ●   Email: editor@ijfmr.com 

 

IJFMR23033264 Volume 5, Issue 3, May-June 2023 7 

 

Confusion Matrix  

Table 2: Confusion matrix CapsNet  

 

 

 

 

 

 

 

 

 

 

 

6. Conclusion 

In our paper, we explored the Capsule network usability which is newly proposed to classify the brain 

tumor type. To detect the exact type of brain tumor from MRI images CapsNets became an improved 

architecture. Since these networks can operate with fewer training samples, they are way better than CNN. 

Because of the advanced techniques of CapsNets, CNNs are outperformed in the problem of tumor 

classification. By adjusting the feature maps numbers in CapsNets convolutional layer, we can also 

increase the accuracy of brain tumor forms. In addition, the performance of those networks for segmented 

tumors is better than for all images of the brain, based on our experiments. We intend to explore the impact 

of providing more layers on the reliability of the classification in the future. 

 

Future scope  

We will try to enhance the architecture’s performance to achieve our desired accuracy rate in the future. 

We have a plan to experiment with a big dataset so that we can get a more accurate result. This time we 

have used CapsNet for the identification of brain tumors at an early stage but we will try to focus on the 

classification of brain tumors in our next work. Besides these we will also try to use CapsNets for other 

fatal disease identification. 
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