Multi-Descriptor Enabled Leaf Disease Detection Using Machine Learning Methods
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ABSTRACT
India is an agricultural country. Two-thirds of the Indian populations work in agriculture, making it the backbone of the country's economic system. Leaf disease is a major challenge in agriculture that affects crop yield and quality. In recent years, advancements methods for accurately and effectively detecting leaf diseases have been developed thanks to advances in machine learning and computer vision. The objective of this work is to create a machine learning-based Random Forest Regression Algorithm for automatically detecting leaf diseases. In the suggested methodology, leaf pictures are acquired, subjected to pre-processing which includes RGB image and HSV image conversion, multi-descriptor feature extraction includes Hu moments, Haralick, color histogram and classification using Random Forest Regression Algorithm. Metrics including accuracy, precision, recall, and f₁-score are used to assess the system's performance by implementing in Python 3.8. The findings of the study indicate that the proposed system achieves precision 98 %, recall 98 %, f₁-score 98%, test accuracy 97.81 %, while validation accuracy is 95.93 %. The developed system has potential applications in precision agriculture, enabling farmers to detect and treat plant diseases early, thereby reducing crop losses and increasing yields.
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I. INTRODUCTION
Agriculture is the most significant part of our economy. Many diseases cause plant leaves to deteriorate, which affects agricultural yield. Finding leaf disease is crucial. Crop diseases are a significant issue because they significantly lower the quantity and quality of agricultural goods [4]. As this is the only method that offers the possibility of finding diseases at an early stage, an automatic system for detecting plant diseases has an obvious advantage in monitoring large fields. Farmers' low production is a result of their ignorance about leaf disease. Being able to identify leaf disease is essential since productivity affects profit and loss.

Rural farmers might think it's challenging to discern the illnesses that could harm their crops. They find it difficult to attend the agricultural office to inquire about the potential sickness. Our main goal is to identify the disease that is introduced in a plant by analyzing its structure using image processing and machine learning. The damage of crops and plant components by pests and diseases lowers food output and increases food insecurity. Additionally, a lot of less developed countries have a poorer
understanding of disease and pest control. Toxic pathogens, inadequate disease control, and dramatic climatic changes are all major causes of decreased food production.

The accuracy of the results has been increased by employing modern methods such as machine learning (ML) and deep learning (DL) algorithms. Numerous research have been undertaken to detect and diagnose plant illnesses utilizing traditional machine learning approaches such as random forests (RF), artificial neural networks (ANN), support vector machines (SVM), fuzzy logic (FL), the K-means method [13], and convolutional neural networks (CNN) [14].

II. LITERATURE REVIEW
P.R. Rothe and R.V. Khirsagar [16], published a research paper on Cotton leaf disease detection using pattern recognition technologies. In order to teach an adaptive neuro-fuzzy inference system, Hu's moments are extracted from the segmented images using the active contour model. It is discovered that the classification precision is 85%.

Saradhambal, j.et al [15], "Plant disease detection and its solution using image classification" is a proposal made in 2018. The leaves' diseased region was predicted using the k-mean clustering technique. This essay's objective is to identify plant illnesses and offer treatments for them. It displays the proportion of the leaf that is affected. Here, the leaf's diseased area is divided into segments and analysed.

Alina Forster, j.et al [3], Hyperspectral Plant Disease Forecasting Using Generative Adversarial Networks. Cycle-Consistent Generative Adversarial Network was employed. Using hyperspectral pictures, this technique forecasts the growth of powdery mildew on barley leaves. The model can understand how the disease is spreading because it can see it visually and in the corresponding reflectance spectra. Additionally, this model produces acceptable outcomes for a prediction over a seven-day period.

K.Rajesh Babu, j.et al [4], proposed automatic Plant disease detection and classification using image processing methods. Selected characteristics are extracted, and these features are used to train support SVM and ANN classifiers. The results were satisfactory.

Xulang Guan, j.et al [5], developed "A Novel Method of plant leaf disease detection based on deep learning and convolutional neural network” by combining four CNN models. The method's accuracy rate of 87% was much greater than the results obtained by using just one CNN model.

III. METHODOLOGY
To ascertain if the leaf is healthy or diseased, certain procedures must be followed. Preprocessing, feature extraction, categorization, and classifier training fall under this category. The Fig.1 shows the Multi-descriptor enabled leaf disease detection using Random Forest regression classifier.
Data Collection
The dataset is collected from kaggle database in allowed file extensions .jpg, .png format using the web link https://www.kaggle.com/datasets/emmarex/plantdisease.

The collected data is labeled using symptom-adaptive annotation strategies to help machines understand what exactly is in it and what important [7] is. This annotated data is then used for model training [8]. During the training process data augmentation used to artificially increase the training data set

Image Preprocessing
Image preprocessing is a technique used to enhance and transform the raw leaf images before feeding them into the machine learning model. These techniques include image resizing, normalization, filtering, and segmentation by eliminating noise, emphasizing key features, and standardizing the input data, image preprocessing helps to increase the accuracy and performance of the machine learning model [9-11].

Random Forest Regression expects input data in RGB format as shown in Fig. 7(a) and Fig. 7(b), whereas BGR is commonly used in computer vision applications. Hence, converting from BGR to RGB is necessary to ensure compatibility with the machine learning model as shown in Fig. 2(a) and Fig. 2(b).
Feature Extraction Techniques
Random forest algorithm is a supervised learning (ensemble) method for issues like classification, regression, and others that develop a forest of decision trees during the course of the training phase. In contrast to decision trees, random forests, which can handle both categorical and numerical data, do not suffer from the disadvantage of overfitting their training data set.

The histogram of oriented gradients (HOG) is a component descriptor used in computer vision and image processing for object recognition. We are employing three component descriptors here: Hu moments, Haralick fabric, and Color histogram

**Hu moments:** Images that have the vital attributes of an image's pixels help characterize the items. In this instance, Hu moments help to describe the specific leaf's shape [2]. There is only one channel available for computing Hu moments. The RGB data must first be transformed to grayscale before the Hu moments can be calculated.

**Haralick Texture:** Healthy and sick leaves typically have distinct textures. For the purpose of separating the textures of healthy and sick leaves in this instance, we employ the Haralick texture feature. The frequency at which the pixel I fills the area next to the pixel J is used to compute texture in the adjacency matrix, which holds each (I, J) pixel's location. To compute the Haralick texture, the image must be gray scaled.

**Color Histogram:** The image's colours are represented by the colour histogram. Prior to computing the histogram, RGB is transformed into HSV colour space as depicted in Fig. 3(a) and Fig. 3(b). It is required to convert the RGB image to HSV because the HSV model closely mimics how the human eye recognises the colours in a picture [1]. The histogram plot gives a description of the number of pixels that are usable within the designated colour ranges.
As shown in the Fig. 4(a) and Fig. 4(b), Image segmentation of leaf is typically performed as a preprocessing step to extract the leaf region from the background [6].
Data Training: 1300 samples of input data are collected from Google and sent to the model to be trained, known as pre-trained data, in order to train the system. The system analyses the leaf using the pre-trained data. The data set must be split into two parts: data sets for testing are 320 samples and data sets for training are 980 samples.

Random Forest regression classifier
Random forests classifier is used to implement the technique in this case. They are adaptable and may be used for both regression and classification procedures. Compared to other machine learning techniques like SVM, Gaussian Naive Bayes, logistic regression, and linear discriminant analysis (LDA), Random forests algorithm (Fig.5) is the more accurate with fewer sets of image data.

Mathematical Expressions:
Over the training process, random forests (RF) create a range of distinctive decision trees. Using the regression, the predictions from all trees are combined to create the final forecast.

Scikit-learn uses the Gini Importance to determine a node's importance using Equation (1), there are only two child nodes in the binary tree:
\[ ni_j = w_jC_j - w_{left(j)}C_{left(j)} - w_{right(j)}C_{right(j)} \]  \hspace{1cm} (1)

Where,

- \( ni_j \) = Importance of node \( j \)
- \( w_j \) = Quantity of samples whose weights reach node \( j \)
- \( C_j \) = Impurity value of node \( j \)
- \( w_{left(j)} \) = A left child node on node \( j \) divides the node.
- \( w_{right(j)} \) = A right child node on node \( j \) divides the node.

The decision tree's features are given weights according to the Equation (2).

\[ f_i = \frac{\sum_{j: \text{node } j \text{ splits on feature } i} ni_j}{\sum_{k: \text{all nodes}} ni_k} \]  \hspace{1cm} (2)

Where,

- \( f_i \) = the importance of trait \( i \)
- \( ni_j \) = Node \( j \)'s relevance

These can then be normalized to a value between 0 and 1 by dividing by the sum of feature importance as shown in Equation (3)

\[ \text{norm } f_i = \frac{f_i}{\sum_{j: \text{all features}} f_j} \]  \hspace{1cm} (3)

The final relevance of the feature at the Random Forest level is determined by the average over all trees using Equation (4). When the significance of each characteristic for each tree is calculated, and the sum is divided by the number of trees, the result is:

\[ RFf_i = \frac{\sum_{j: \text{all trees}} \text{norm } f_{ij}}{T} \]  \hspace{1cm} (4)

Where,

- \( RFf_i \) = computed the feature's relevance from all the trees in the Random Forest model.
- \( \text{norm } f_{ij} \) = The relevance of the tree \( j \)'s normalized feature for \( i \)
- \( T \) = number of trees overall

The division of the nodes in this case is based on a subset of randomly chosen attributes. By randomly selecting a subset of attributes at each node, the approach reduces the correlation between the trees and improves the overall performance of the random forest.
The characteristics used to divide nodes include leaf color, leaf shape, texture, vein patterns, size, symmetry, and the presence of spots.

The labeled datasets are isolated from the training and test data. HoG feature extraction is used to create the feature vector for the training dataset. A RF classifier is then trained using the produced feature vector. Additionally, as shown in Fig. 5, the trained classifier receives the testing data feature vector produced by HoG feature extraction for prediction.

HoG feature extraction transforms labeled training datasets into the corresponding feature vectors. The training datasets are where these extracted feature vectors are kept. Moreover, a Random Forest classifier is used to train the trained feature vectors.

The test image's feature vectors are retrieved using HoG feature extraction, as shown in Fig.5. The stored and trained classifier receives these created feature vectors in order to forecast the outcomes.

IV. RESULTS AND DISCUSSIONS
In this paper leaf images are collected from the website and given to the proposed system. This algorithm predict the input leaf is either diseased or healthy based on and finds which algorithm is the best for identifying leaf disease.

It produces a confusion matrix, as depicted in Fig.6, from which we can derive the values for true positives (TP) are 153, true negatives (TN) are 160, false positives (FP) are 5, and false negatives (FN) are 2. These numbers allow us to compute the precision, recall, and f1-score. A measure of precision is the percentage of number true positives (TP) out of all positive predictions (TP + FP). The model makes fewer false positive predictions when it has a high precision score.

Recall is a measurement of how often true positives (TP + FN) occur. Low false negative predictions are a sign of a model with a high recall score. The f1-score is a harmonic mean of precision and recall [5] is computed using Equation (5) and illustrated in Fig.6

\[
f_1\text{-score} = 2 \times \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}
\]

where,

\[
\text{Precision} = \frac{TP}{TP + FP}
\]

\[
\text{Recall} = \frac{TP}{TP + FN}
\]

<table>
<thead>
<tr>
<th>precision</th>
<th>recall</th>
<th>f1-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.99</td>
<td>0.97</td>
</tr>
<tr>
<td>1</td>
<td>0.97</td>
<td>0.99</td>
</tr>
</tbody>
</table>

accuracy 0.98
macro avg 0.98 0.98 0.98
weighted avg 0.98 0.98 0.98

Fig.6 Precision, recall and f1-score values

The Equation (6) below used for determine the Random Forest (RF) model's accuracy
Overall accuracy = \frac{(TP + TN)}{(TP + TN + FP + FN)} \quad (6)

As shown in the Fig. 7 and 9, the accuracy score obtained from the accuracy score function represents the percentage of instances in the test set that were correctly categorized. In this case, accuracy score of 0.9782 indicates that model correctly classified 97.81% of the instances in the test set.

**Fig.7** Confusion Matrix of Random Forest
The test accuracy achieved is 97.8% and the validation accuracy is 95.9%. The classification methods accuracies are compared in Table 1.

**Fig.8 (a)** Input leaf Image

**Fig.8 (b)** Diseased leaf
After preprocessing Fig.1 (a) and Fig.1 (b), the algorithm found Fig.1 (a) as healthy image and Fig.1(b) as diseased image, those are illustrated in Fig.8(a) and Fig.8(b) respectively.

<table>
<thead>
<tr>
<th>Machine Learning Algorithms</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>LDA</td>
<td>90.31</td>
</tr>
<tr>
<td>KNN</td>
<td>92.26</td>
</tr>
<tr>
<td>SVM</td>
<td>91.95</td>
</tr>
<tr>
<td>RF Regression</td>
<td>95.93</td>
</tr>
</tbody>
</table>

V. CONCLUSION

This project seeks to identify anomalies in plant leaf. The methodology involved collecting a dataset of leaf images from various sources. Using the collected data set Random forest regression algorithm has been trained and it uses cross-validation to evaluate the leaf is diseased or healthy. Random forest regression algorithm has produced precision as 98 %, recall as 98 %, F1-score as 98%, and test accuracy as 97.81 % and validation accuracy as 95.93 % in leaf image data set classification.

Future scope includes the user-friendly system implementation using deep learning methods to display name of the leaf disease and suggest the remedy for the diseases to increase the agriculture productivity. The accuracy achieved is 95%, and the limitation of this leaf disease detection is that it cannot identify the disease's name. As a result, it may be further developed to do so, as well as to offer treatments for the disease and detect its symptoms, in order to increase accuracy.

Additionally, the model could be applied to real-time monitoring systems to detect and alert farmers of potential disease outbreaks in their fields.
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