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Abstract 

In this paper we investigated the experiment of significance of spearman’s rank correlation coefficient. It 

provided an in-depth judgment of dissimilar methods of testing for the significance of spearman’s 

correlation coefficient. It was accomplished that each of the methods provided superior enough test for 

significance of correlation coefficients, which brings to rest the contrasting views that the SPSS does not 

provide a test for significance of correlation coefficient. The SPSS was recommended ahead of the t-

distribution and z transformation due to its easy, robust, and wide applications. Researchers and 

academics were charged to expose their mentees to this great scientific discovery,  
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INRODUCTION 

SPEARMAN’S CORRELATION 

Before learning about Spearman’s correlation it is important to understand Pearson’s Correlation which 

is statistical measure of the strength of a linear relationship between paired data. Its calculation and 

subsequent significance testing of it requires the following data assumptions to hold. 

Interval or ratio level;  

➢ Linear related; 

➢ Bivariate  normally distributed.  

 If your data does not meet the above assumptions then use Spearman’s rank correlation. 

Monotonic function 

To understand spearman’ correlation it is necessary to know what a monotonic is. A monotonic function 

is one that either never increases or never decreases as its independent variable increases. The following 

graphs illustrate monotonic functions. 

➢ Monotonically increasing – as the x variable increases the y variable never decreases; 

➢ Monotonically decreases – as the x variable increases the y variable never increases; 

➢ Not monotonic – as the x variable increases the y variable sometime decreases and sometimes 

increases. 

Spearman’s correlation coefficient  

Spearman’s correlation coefficient is a statistical measure of the strength of a monotonic relationship 

between paired data. In a sample it is denoted by rs  and is by design constrained as follows 

                                        -1 ≤ rs ≤ 1 
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And its interpretation is similar to that of Pearson’s , e.g. the closer rs  is to ±1 the stronger the 

monotonic relationship. Correlation is an effect size and so we can verbally describe the strength of the 

correlation using the following guide for the absolute value of rs: 

➢ .00-.19 “very weak” 

➢ .20- .39 “weak” 

➢ .40-0.59 “ moderate” 

➢ 0.60-0.79 “ strong” 

➢ 0.80- 1.0 “very strong” 

The calculation of spearman’s correlation coefficient and subsequent significance testing of its requires 

the following data assumptions to hold: 

➢ Interval or ratio level or ordinal; 

➢ Monotonically related. 

 

 
Example 1: Calculation of rank correlation coefficient 

physics 100 95 80 85 100 40 71 75 65 50 

Statistics 80 90 85 95 100 50 90 40 60 65 

                            

Physics Statistics Rank(x) Rank(y) d=x-y d2 

100 80 1.5 6 -4.5 20.25 

95 90 3 3.5 -0.5 0.25 

80 85 5 5 0 0 

85 95 4 2 2 4 

100 100 1.5 1 0.5 0.25 

40 50 10 9 1 1 

70 90 7 3.5 3.5 12.25 

75 40 6 10 -4 16 

65 60 8 8 0 0 

50 65 9 7 2 4 

     ∑𝑑2 = 58 

 

𝑇𝑥 =
𝑀(𝑀2−1)

12
=0.5 

𝑇𝑦 =
𝑀(𝑀2−1)

12
=0.5 
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𝞀 = 1 – 
6(∑𝑑2+𝑇𝑥+𝑇𝑦)

𝑛(𝑛2−1)
 = 0.6424 

 

Hence the strength of the correlation is Strong 

Example 2. Ten competitors in a debate contest are ranked by three judges in the following order . 

Competitors A B C D E F G H I J 

Ranks by 1st 

judge 

6 5 1 10 2 3 4 9 8 7 

Ranks by 

2nd judge 

5 8 3 4 7 10 2 6 1 9 

Ranks by 

3rd judge 

4 8 6 9 3 2 1 10 7 5 

Using  the spearman’s rank correlation method and state which pair of judges have the nearest approach. 

 

Competitors R1 R2 R3 D1= R1- 

R2  

D1
2 D2= R1- 

R3 

D2
2 D3= R2- 

R3 

D3
2 

A 6 5 4 1 1 2 4 1 1 

B 5 8 8 -3 9 -3 9 0 0 

C 1 3 6 -2 4 -5 25 -3 9 

D 10 4 9 6 36 1 1 -5 25 

E 2 7 3 -5 25 -1 1 4 16 

F 3 10 2 -7 49 1 1 8 64 

G 4 2 1 2 4 3 9 1 1 

H 9 6 10 3 9 -1 1 -4 16 

I 8 1 7 7 49 1 1 -6 36 

J 7 9 5 -2 4 2 4 4 16 

      

∑190 

  

∑56 

  

∑184 

 

N=10 

Rank correlation between judge 1 & 2  

r12 =  1- 
6∑𝐷2

𝑁(𝑁2−1)
 = -0.1515 

Rank correlation between judge 1&3 

r13 =  1- 
6∑𝐷2

𝑁(𝑁2−1)
 = 0.6606 

Rank correlation between judge 2&3 

r23 =  1- 
6∑𝐷2

𝑁(𝑁2−1)
 = -0.1152 

As the rank correlation coefficient between judge 1 & judge 3 is highest , thus judge 1 and judge 3 has 

the nearest approach. 
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CONCLUSION  

This paper has shown that the test of significance of rank correlation coefficients is very export in 

research because the degree of relationship alone is not sufficient to bring to a close that a computed 

correlation coefficient is adequate. It further exposed that one of the method of test of significance i.e t-

distribution provided good sufficient test for significance of correlation coefficients. 
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