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Abstract 

This research seeks to use a fine-tuning method for automatic diagnostics and classification of 

face masks without face mask images. We trained Deep Convolutional Neural Network models on 

the face mask dataset obtained from the Mendeley data repository to determine whether 

individuals will adhere to policies that face mask reduces the spread of SARS-COV-2. The 

proposed architectures used in this study include the VGG19, MobileNetV3, and InceptionV3 

models. These models are known for their role in classifying images. They were trained using 

the fine-tuning approach and their respective outputs were compared. After training the face 

mask dataset, it can be said that the fine-tuned InceptionV3 model performed extremely well 

against the other models obtaining an accuracy of 99.21%, and was able to predict 99.63% of 

the test dataset. However, the robustness of the fine-tuned model was tested against fast gradient 

sign method (FGSM) and projected gradient descent (PGD) attacks which generate adversarial 

images using the gradients of the model. Additionally, the classification report shows after the 

FGSM attack that the model's accuracy was reduced by 43%. Also, after the PDG attack, the 

accuracy of the model was reduced by 19%. We assessed the models using many performance 

metrics such as precision, recall, F1 score, and accuracy before subjecting them to two 

common adversarial attack techniques: FGSM and PDG. Finally, we demonstrated how the 

proposed robust method improved the model’s defense against adversarial attacks.  T h e  

findings emphasize the critical need to increase awareness about adversarial assaults on SARS-COV-

2 monitoring systems and to advocate for proactive steps to protect healthcare systems from 

comparable threats prior to practical deployment. 

 

Keywords: Convolutional Neural Network, Face Mask, Fine-Tuning, FGSM attack 

 

Introduction 

Many theories have emerged about how to prevent the spread of the novel coronavirus (SARS-COV-

2) outbreak since the World Health Organization (WHO) declared it a global pandemic on March 11, 

2020 [1]. Derailing economies, especially developing ones of their yearly economic target, by 

heavily hitting their service sectors. Entirely every part of the world economy struggled with it 

corresponding to current struggles in developing countries. Origin of SARS-COV-2 as an infectious 

disease resulting from the SARS-COV-2 virus. The virus could be spread by droplets from a 

contaminated person [2,3]. Many proposed theories, but face masks proved to be very helpful in 
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controlling and preventing the spread of SARS-COV-2. 

Although the discovery of vaccines has controlled the spread of SARS-COV-2, face mask as 

prevention against the outbreak has been very beneficial in the absence of immunization. The use of 

face masks was so helpful that the World Health Organization advised its use across the world [4,5]. 

With the ongoing spread of COVID-19 and the presence of emerging variants, various regulatory 

authorities have emphasized the importance of wearing masks, particularly in public places. 

Unfortunately, there are still individuals who disregard health 

recommendations. Carelessness and lack of awareness have been the major cause of SARS-COV-2 

[6,7] Unmasked people can be detected and alerted using an autonomous system. Several face mask 

detection machines have already been developed and are in use by some organizations. 

K. Bhambani et al [8] employ YOLO object detection with an accuracy of 94.75%. It 

concentrated on face mask recognition as well as keeping a certain distance in crowded areas. The 

developed model is used in public places because it has high precision, few heavy components, and 

is time efficient. Convolutional neural networks (CNN) are employed in a cascading fashion to 

recognize masked faces [9]. In terms of modern approaches, the retina face mask network is intended 

to be a one-of-a-kind framework for recognizing face masks correctly and effectively [10]. Several 

experiments [11,12,13] were carried out in order to develop a technique that can detect whether or not 

a person is wearing a face mask. To detect facial masks in real-time, the YOLOv3 technique, and the 

haar cascading classifier are used [14]. In face recognition, four reducing deep learning approaches, 

namely VGGFace, FaceNet, OpenFace, and DeepFace, are compared [15]. Deep neural network 

(DNN) methods [16] also employ a visual geometry group-16 (VGG-16) for face mask detection. To 

create real-time facial mask identification with an alert system, the VGG-16 architecture for real-time 

face mask recognition is used [17]. 

A lot of transfer learning approaches can also be used to solve the problem of face mask detection 

in the real world. A pre-trained InceptionV3 model is used as a transfer learning method to detect 

people wearing or not wearing masks [18]. For face mask detection, the hybrid deep transfer learning 

model, which combines deep learning methods with traditional computer learning, is used [19]. The 

model was also created using a transfer learning concept developed on the pre-trained MobileNetV2 

model for real-time face mask detection and localization [20]. 

Fine-tuning increases model precision relative to transfer learning, as demonstrated by Enoch 

Binney et al. [22]. In their research [22], the authors compared the impact of transfer learning and 

fine-tuning on the JMuBEN2 dataset. They discovered that fine-tuning the model resulted in more 

training and accuracy than transfer learning. In their study, they utilized the VGG-19, ResNet50, and 

DenseNet121 designs. The Densenet-121 model was superior to the others after training on the 

JMuBEN2 dataset with the aforementioned models, achieving an accuracy of 95.44 percent after 

transfer learning and 99.36 percent after fine-tuning. This article served as a reference for this study, 

which aims to apply fine-tuning above other training methods due to its superior accuracy rate 

attainment.[32] looked on the robustness of three face mask detection models based on cutting-edge 

convolutional neural networks (CNNs), namely MobileNetV2, ResNet50, and EfficientNet-B2.The 

findings showed that adversarial attacks reduced model accuracy significantly, with MobileNetV2 

dropping from 95.83-14.83% to 0% (under FGSM and PGD attacks, respectively), ResNet50 

dropping from 96.48-13.97% to 0% (under FGSM and PGD attacks, respectively), and EfficientNet-

B2 dropping from 95.56-15.53% to 0% (under FGSM and PGD attacks, respectively). 
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In this study, we compared and analyzed the prediction accuracy amongst three CNN models 

(MobileNet-V3, VGG-19, and Inception-V3) to predict the FaceMask dataset [21]. To our 

knowledge, this dataset has not been utilized for computer vision research; hence, we recommend 

the aforementioned models by comparing their performance on the dataset. In this paper, we develop 

fast and accurate architectures for mask detection-driven facial image categorization using fine-tuned 

convolutional neural networks. Moreover, FGSM and PGD attacks are both applied to the best-

performing model among the three Deep Neural Networks used in this study. These attacks are 

applied to examine the robustness of the best model and how these attacks can fool this model.The 

remaining portions of this work are organized as follows: The Research Design and Dataset used in 

the research are discussed in Section II. Section III delves into the Models and Theories of the 

Individual Deep CNN used in this study. Section IV reports the findings, followed by Section V’s 

conclusion. 

 

Research Design and Dataset 

This study proposes using Deep Convolutional Neural Networks to construct a feasible and 

reasonably accurate approach for recognizing and classifying photos of individuals with and without 

face masks. By fine-tuning, the performance of the algorithms utilized in this work will be 

enhanced. If this investigation is successful, it will provide a comprehensive and non-invasive way 

to distinguish images with and without face masks. However, the robustness of the model will be 

tested against t h e  Fast Gradient Sign Method (FGSM) and the Projected Gradient Descent (PGD) 

attacks where perturbed adversarial images will generated and compared against the original face-

masked images. The research will be conducted utilizing a variety of image classification algorithms 

coupled with FGSM and PGD attacks. 

 

Research Design 

To solve the challenge of detecting and categorizing two sets of faced masked image datasets, it will 

be necessary to build methods based on models of deep learning. This method of design allows 

the proposed models to be trained and validated data. This will allow us to obtain quantifiable 

findings that can be compared to previous studies that employed deep learning to address a similar 

issue. Fine-tuning models were developed with Keras and Tensorflow and implemented with Python 

for image detection in this study. The selected models have been trained using Mendeley Data Public 

Access data retrieved online. The outcomes are assessed in terms of accuracy and prediction. 

Afterward, FGSM and PGD attacks are employed to check for the best model’s robustness. 

 

Dataset 

The face mask dataset 2022 [21] was collected by the Islamic University Department of Computer 

Science and Engineering. Its main purpose was to develop a model that can differentiate between 

individuals wearing masks and those not. This dataset contains a total of 20,347 images belonging 

to two classes thus with mask and without mask categories. 

Table 1: distribution of dataset 

Condition of Leaf Number of images 

Masked 10240 

No Mask 10107 
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As seen below, the dataset contains images where individuals have masks (with masks) and 

others do not (without masks). 

 

 
Figure 1: sample of the dataset 

 

MODELS AND THEORIES 

This paper takes into consideration architectures that are based on Convolutional Neural Networks. 

Some of the networks used are VGG19 [24], MobileNet V3 [23], and Inception V3 [25]. 

 

Deep learning 

The architectures used are based on the concept of deep learning. Deep learning derives its name 

from the basis of neural networks which are composed of various layers. Each Convolutional Neural 

Network has at least consisted of one convolutional layer (CL). The more the number of layers the 

deeper the Convolutional Neural Network. However, in conjunction with convolutional layers are 

pooling and fully connected layers. Additionally, an activation function ends each convolutional 

layer. 

 
Figure 2: Convolutional neural network 
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The main building component of the architecture is the convolutional layer. This is where most of 

the network’s rigorous operations occur. The primary CL applies a set of filters to the input image 

[height, width, depth]. Each filter, small in size, works to the full depth dimension of the image by 

processing each dimension individually. 

 

Fine Tuning 

The concepts of fine-tuning and transfer learning are very closely related. We forward propagate our 

image dataset through the network using this feature extractor, extract the activations at a specific layer 

(considering the activations as a feature vector), and then save the values to disk. On top of the CNN 

features, a common machine-learning classifier was developed. When we apply the knowledge, we learn 

from solving one problem to another that is unrelated but still challenging, this process is known as 

transfer learning. For instance, the ability to identify shoes might be used to solve the issue of 

identifying football boots. We refer to this kind of transfer learning as feature extraction. 

Applying or making use of transfer learning involves fine-tuning. In particular, fine-tuning is the 

process of refining or tweaking an architecture that has already been trained to perform one specific 

task in order to have it execute a second task that is similar. Using an artificial neural network that 

has already been constructed and trained allows us to benefit from what the model has previously 

learned without having to develop it from the  start, assuming the original task is similar to the 

new one. We frequently have to use trial and error to explore various ways while creating a model 

from scratch. We must decide, for instance, how many layers, what kind of layers, what order to 

arrange the layers in, how many nodes to include in each layer, how much regularization to employ, 

what learning rate to utilize, etc. 

Depending on the data we’re training our model on, developing and validating it might be a 

laborious process in and of itself. This is what appeals to people about the fine-tuning strategy. We 

can utilize all of the model’s prior knowledge and apply it to our particular work if we can locate a 

trained model that has already performed one task well and that task is at least tangentially 

comparable to ours. 

 

Inception v3 

The Inception V3[25] is an improved version of the Inception V1, a basic model first released in 2014 

as Google Net. As the name implies, it was designed by a Google team. The Inception V3 is a 

Convolutional Neural Network-based deep learning model for image classification. Several 

techniques were used by the Inception V3 model to optimize the network for better model adaptation. 

The Inception V3 model is more efficient and has a deeper network than the Inception V1 and V2 

models, but it is faster, cheaper to compute, and employs auxiliary Classifiers as regularizes. The 

inception V3 model includes 42 layers in total, which is significantly greater than the inception V1 

and V2 models. However, the efficiency of this model is pretty impressive. 

TYPE PATCH / STRIDE SIZE INPUT SIZE 

Conv 3×3/2 299×299×3 

Conv 3×3/1 149×149×32 

Conv padded 3×3/1 147×147×32 
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TYPE PATCH / STRIDE SIZE INPUT SIZE 

Pool 3×3/2 147×147×64 

Conv 3×3/1 73×73×64 

Conv 3×3/2 71×71×80 

Conv 3×3/1 35×35×192 

3 × Inception Module 1 35×35×288 

5 × Inception Module 2 17×17×768 

2 × Inception Module 3 8×8×1280 

Pool 8 × 8 8 × 8 × 2048 

Linear Logits 1 × 1 × 2048 

Softmax Classifier 1 × 1 × 1000 

T a b l e  2: Inception V3 model composition 

 

Softmax activation is used over sigmoid since the current challenge requires multiple class 

classifications of images, whereas sigmoid excels at binary classification. 

 

MobileNet V3 

MobileNetV3[23] comes in two architectures: MobileNetV3-Large and MobileNetV3-Small. These 

models are intended for scenarios with high and low resource utilization. The models are built by 

incorporating network enhancements and employing platform-aware NAS and NetAdapt for network 

search. Complementary search techniques, new efficient versions of nonlinearities ideal for mobile 

applications, and new efficient network architecture are examples of advancements. The network 

architecture employs hard swish activation and squeeze-and-excite modules in the MBConv blocks. 

MobileNetV3-Large is 3.2% more accurate on ImageNet classification than MobileNetV2 while 

reducing latency by 15%. When compared to MobileNetV2, MobileNetV3-Small is 4.6 percent more 

accurate and has a 5% lower latency. 

 

Figure 3: Mobilenet V3 building block 

VGG19 

The VGG-19 network [24], as the name implies, is made up of 19 Convolutional Neural Network 

layers and three fully connected layers. The VGG-19 network’s architecture is depicted in the 
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diagram below. 

 
Figure 4: VGG model building process 

 

The architecture is basically composed of three types of layers: the Convolution layer, which 

extracts the feature from the image by employing various numbers and types of filters, the Max-

pooling layer, which decreases the image size and extracts the feature from the feature map 

obtained from the Convolution layer, the flattened layer, which converts batches of feature maps into 

a 1D tensor, and finally three fully connected layers, the first two of which have a dense unit of 4096 

layers. The final classification layer is classified in 1000 ways and so has 1000 channels (one for each 

class). The soft-max layer is the final layer. 

 

Fast Gradient Sign Method (FGSM) Attack 

Adversarial examples are inputs designed specifically to confuse a neural network, resulting in the 

misclassification of a given input. These renowned inputs are indistinguishable to the human eye, but 

they prevent the network from recognizing the image’s contents. The focus of this section is on the 

quick gradient sign method attack, a white-box attack whose objective is to cause misclassification. 

In a white box attack, the attacker has entire access to the target model. This work contains one of 

the most renowned instances of an adversarial image, which is displayed below. Goodfellow et al. 

[31] initially suggest the FGSM, an efficient untargeted attack, to generate adversarial samples in the 

benign samples’ L∞ neighbor, as seen in Fig.4. 

 
Figure 5: An example of an adversarial sample generated by using FGSM on GoogleNet [5]. 

FGSM’s undetectable disturbance fools GoogleNet into misidentifying the image as a gibbon. 
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l+1 

FGSM is a typical one-step attack algorithm that executes a one-step update along the gradient of 

the adversarial loss Jθ, x, y direction (i.e., the sign), to maximize the loss in the steepest direction. 

Technically, the adversarial sample created by the FGSM is written as 

follows: 

x′ = x + ϵ · sign[▽xJ(θ, x, y)] (1) 

 

where ϵ is the magnitude of the perturbation, x′ is the adversarial image, x is the original input 

image, y is the input label, θ model parameters, and J is the loss. 

By reducing the gradient Jθ, x, y, FGSM can be easily extended to a focused attack algorithm 

(targeted FGSM). If cross-entropy is used as the adversarial loss, this update process can reduce the 

cross-entropy between the predicted probability vector and the target probability vector. The 

following is the updated rule for targeted FGSM: 

x′ = x − ϵ · sign[▽xJ(θ, x, y)] (2) 

 

Projected Gradient Descent (PGD) Attack 

The PGD attack is a white-box attack, which means that the attacker gets access to the model 

gradients, i.e. a copy of your model’s weights. This threat model provides the attacker with 

significantly greater power than black box attacks since they may tailor their attack to mislead your 

model without relying on transfer attacks, which frequently result in human-visible perturbations. 

PGD is the most “complete” white-box adversary because it removes all limitations on the amount 

of time and effort an attacker may devote to discovering the optimum attack. The key to 

understanding the PGD attack is to think of it as a constrained optimization problem in search of 

an adversarial example. PGD seeks the perturbation that minimizes a model’s loss on a specific 

input while keeping the size of the perturbation smaller than a predefined amount known as epsilon. 

This constraint is commonly stated as the perturbation’s L2 or L∞ norm, and it is applied so that the 

content of the adversarial example is the same as the unperturbed sample — or even so that the 

adversarial example is indistinguishable from humans.

𝑥ⅈ+1
` =  𝛱(𝐹𝐺𝑆𝑀(𝑥ⅈ

`))                                                                                                                                 

(3) 

 

Where FGSM (x′ ) represents an FGSM update of x′as in (2), and the outer product function 

1 1 

keeps x′ 

 

within a predefined perturbation range. PGD can also be interpreted as an 

iterative algorithm to the following problem: 

x′: max 

||x′−x||∞<α L(x′, y; θ) (4)

https://www.ijfmr.com/


 

International Journal for Multidisciplinary Research (IJFMR) 
 

E-ISSN: 2582-2160   ●   Website: www.ijfmr.com       ●   Email: editor@ijfmr.com 
 

IJFMR23057029 Volume 5, Issue 5, September-October 2023 9 

 

According to Madry et al. [33], the local maxima of the cross-entropy loss obtained by PGD with 

105 random starts are diverse, but all have similar loss values for both normally and adversarial-

trained networks. Based on this concentration phenomenon, they claim that PGD is a universal 

adversary across all first-order adversaries, implying that attacks exclusively use first-order 

information. 

 

Image Preprocessing 

Pre-processing aims to improve the image’s quality so the goal of pre-processing is to improve the 

image’s quality so that we can examine it more effectively. We can minimize unwanted distortions 

and increase specific features that are required for image classification by preprocessing. 

For this research, the input image size was 224x224. As a result, all of the images were downsized 

to the 224x224 resolution. The batch size is set at 100. Each training cycle results in 171 steps. The 

training steps per epoch are calculated by dividing the total number of training objects by the batch 

size. Before training the network, the model must be compiled after preprocessing. The optimizer, 

loss function, and metrics are three parameters that must be declared during training. The optimizer 

and loss function are the key components that allow the network to cope with data. Simply, an 

optimizer governs the rate at which a neural network learns [30]. The Stochastic Gradient Descend 

method was used to optimize the aforementioned models. 

 

Environment 

We shorten neural network training time by compressing the original images to 224 by 224 pixels. T h e  

t r a i n i n g  w a s  d o n e  o n  G o o g l e  C o l a b .  TensorFlow 2.4.1 [26], Keras 2.4.3 [27] contained in 

the TensorFlow library for the development and training of the neural network, sci-kit-learn 0.24.1 

[28] for the accuracy analysis, and matplotlib 3.3.4 [29] for graph modeling were used to implement 

the methods. 

 

RESULTS 

Throughout the dataset’s training, the metrics Accuracy and Loss were measured. These measures 

were measured using both training and validation data. Training the model was fast because we 

employed the use of GPUs. Tables I, II, and III show the accuracy and loss for the training and 

validation data sets, respectively. The accuracy and loss during fine-tuning are displayed in Figures 

4, 5, and 6. Each loss graph demonstrates that our models were not overfitting and were effectively 

trained. 

Table 3: Accuracy and Loss Indicators of Inception V3. 

State Metrics Values 

Fine-Tuning Training Accuracy 0.9953 

 Training Loss 0.0218 

 Validation Accuracy 0.9921 

 Validation Loss 0.0256 
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Figure 6: Graph of Accuracy and Loss during training 

 

The fine-tuned Inception V3 architecture achieved a validation accuracy of 99.21% with a loss of 

2.56% and a training accuracy of 99.53% with a loss of 2.18%. The Inception V3 fine-tuned model 

accurately predicted around 100% of the test data, showing that the model is doing effectively. 

Table 4: Accuracy and Loss indicators of MobileNetV3. 

 

State Metrics Values 

Fine-Tuning Training Accuracy 0.9336 

 Training Loss 0.1592 

 Validation Accuracy 0.9230 

 Validation Loss 0.1756 
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Figure 7: Graph of Accuracy and Loss during training 

 

The fine-tuned MobileNet V3 small architecture achieved a validation accuracy of 92.30% with a 

loss of 17.56% and a training accuracy of 93.36% with a loss of 15.92%. The Inception V3 fine-tuned 

model accurately predicted around 92.20% of the test data, showing that the model is doing 

effectively. 

Table 5: Accuracy and Loss Indicators of VGG19 

State Metrics Values 

Fine-Tuning Training Accuracy 0.9109 

 Training Loss 0.2385 

 Validation Accuracy 0.9092 

 Validation Loss 0.2362 

https://www.ijfmr.com/


 

International Journal for Multidisciplinary Research (IJFMR) 
 

E-ISSN: 2582-2160   ●   Website: www.ijfmr.com       ●   Email: editor@ijfmr.com 
 

IJFMR23057029 Volume 5, Issue 5, September-October 2023 12 

 

 
Figure 8: Graph of Accuracy and Loss during training 

 

The fine-tuned VGG-19 architecture achieved a validation accuracy of 90.92% with a loss of 

23.62% and a training accuracy of 91.09% with a loss of 23.85%. The VGG-19 fine-tuned model 

accurately predicted around 89.27% of the test data, showing that the model is doing effectively. 

 

FGSM Attack 

The fast gradient sign method generates an adversarial example using the neural network’s gradients. 

The method employs the gradients of the loss with respect to the input image to generate a new 

image that maximizes the loss for an input image. This new image is known as the adversarial image. 

Here, beginning with a photograph of an input image, the attacker adds minor perturbations 

(distortions) to the original image, causing the model to confidently categorize this image as a 

different image. A similar procedure for adding these perturbations is described in detail below. 

https://www.ijfmr.com/
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Figure 9: Report on the performance of the best-fine-tuned model 

 

As seen in the above classification report, the model was able to predict the images both with 

and without, with a perfect score. Moreover, out of all the without mask images that the model 

predicted would be images without masks, 100 percent were actually right. Additionally, out of the 

without mask images that w e r e  without mask images, the model only predicted this outcome 

correctly i n  all of those images. Since the F-score is 1, it tells us that the mode does a great job 

of predicting whether or not someone wears a mask. 

 
Figure 10: image after FGSM attack on the model 

 

 
 

Figure 11: image after FGSM attack on the model 

 

From both Figures 10 and 11, the distortion created with an epsilon of 0.05 was able to fool the 

model. An instance in Figure 10 shows that before the adversarial attack, the model was able to 

predict the image correctly with a probability of 0.726 and after the model’s distortion, the model 

was able to predict the image with a probability of 0.638. 
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Figure 12: Classification report after FGSM attack 

 

However, the classification report above shows after the FGSM attack that, the accuracy of the model 

was reduced by 43 percent. Moreover, out of all the without-mask images that the model predicted would 

be images without masks, only 57 percent were right. Additionally, out of the without mask images 

that w e r e  without mask images, the model only predicted this outcome correctly for 36 percent of 

those images. Since the F-score is not close to 1, it tells us that the mode does a poor job of 

predicting whether or not someone wears a mask. 

 

 
Figure 12: image after PGD attack on the model 

 

 
Figure 13: image after PGD attack on the model 

 

From both Figure 12 and 13, the distortion created with an epsilon of 0.05 was able to fool the 

model. An instance in Figure 12 shows that before the adversarial attack, the model was able to 

predict the image correctly with a probability of 0.730 and after the model’s distortion, the model 

was able to predict the image with a probability of 0.673. 
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Figure 14: Classification Report After PGD Attack On The Model 

 

However, the classification report shows after t h e  PGD attack that, the accuracy of the model 

was reduced by 19 percent. Moreover, out of all the without mask images that the model predicted would 

be images without masks, only 81 percent were right. Additionally, out of the without mask images 

that actually w e r e  without mask images, the model only predicted this outcome correctly for 81 

percent of those images. Since the F-score is close to 1, it tells us that the mode does a good job of 

predicting whether or not someone wears a mask. 

 

CONCLUSION AND FURTHER WORKS 

Fine-tuning the classification of Face Mask pictures has shown positive results. According to the 

output accuracy, models trained in 20 epochs with 171 steps per epoch seem to be a good fit. 

After fine-tuning, the model that performed the best on the Face Mask dataset was Inception-V3, 

followed by MobileNet-V3 and VGG-19. In addition to the Deep CNN variations employed in this 

study, additional models, including GoogLeNet, ResNet, DenseNet, and others, should be applied to 

the Face Mask picture dataset. Using the ResNet or DenseNet model could perhaps enhance 

accuracy. In addition, utilizing various types of designs utilized in this investigation with greater 

layers may improve accuracy and decrease loss. 

However, upon obtaining the best model, we applied the Fast Gradient Sign Method(FGSM) and 

Projected Gradient Descent(PGD) attacks to the model to check for its robustness. Both the 

FGSM and PGD attacks method after applying to the model generated adversarial examples using 

the model’s gradients. Using the gradients of the loss concerning the input image, the method 

generates a new image that maximizes the loss for the input image. As shown in the study, the model 

although slightly robust, its accuracy reduced by 43% when attacked by FGSM indicating that the 

model was quite confused between the original image and the adversarial image. However, the model 

showed robustness when attacked by a PGD attack. The model produced an accuracy of 81%. These 

results indicate that FGSM attack was able to deceive or fool the best model as compared to the PDG 

attack. However, the model was also robust in handling these attacks. 

To produce adversarial samples in this work, we used an efficient untargeted attack (FGSM and 

PGD). Other adversarial attacks, such as the L-BFGS algorithm, BIM attacks, Momentum Iterative 

https://www.ijfmr.com/
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Attacks, and Deep Fool, can be used in future studies. In addition, it may be argued that fine-

tuning had a favorable impact on the models because the data supported the decision. Yet, fine-tuning 

a model to execute a certain task more effectively can lead to improved results. On the other side, 

improper tuning might have a catastrophic effect on a previously trained model. 
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