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Abstract 

Aim: The objective of the work is to predict the accuracy of phishing websites based on exploitation of 

text recognition using Convolutional Neural Network (CNN) and Long Short Term Memory (LSTM). 

To achieve accuracy, a novel np.random function was used.  

Method and Materials: Accuracy and Loss are performed with DATA dataset from the keras library. 

The total sample size is 20. The two groups Convolutional Neural Network (N=10) and Long Short 

Memory (N=10).  

Result: The result proved that Convolutional Neural Network (CNN) with better accuracy of 97.3% 

than Long Short Term Memory (LSTM) accuracy of 93.2%. Finally CNN appears significantly better 

than LSTM. The two algorithms CNN and LSTM are statistically satisfied with the independent sample 

T-Test value (p<0.001) with a confidence level of 95%.  

Conclusion: Detecting the phishing website significantly seems to be better in CNN (Std.Error Mean = 

.0632) than LSTM (Std.Error Mean = .0678). 

 

Keywords: Phishing Websites Detection, Deep Learning, Convolutional Neural Network, Long Short 

Term Memory, Novel np.random function. 

 

Introduction 

Phishing is a cyber attack that uses disguised email or message as a weapon. Since most of the 

users go online to access the services provided by the government and financial companies, there has 

been a significant increase in phishing attacks for the past years. Various methods are used by phishers 

to attack the users such as messaging, spoofed links and fake websites. The reason for creating these 

websites is to get the data from users like account numbers, login details, passwords of debit and credit 

card details, etc. (Mao et al. 2018). Importance in today's world security will be increased and reduce the 

risk of information. It can be used in various areas like banking, education sites E-commerce and paytm, 

etc (Ezekiel, Taylor, and Deedam- Okuchaba 2020); (Mohammad, McCluskey, and Thabtah 2013). The 

intelligence report states that phishing grew by 40% in 2019 and noticed assaults focusing on 

accreditations for money, email, cloud, etc. 

 

Phishing website detection is carried out by researchers 20 related research articles in IEEE 

https://www.ijfmr.com/
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digital Xplore and 35 articles are published in the research gate. Analyzed the detection phishing website 

using the Support vector machine (SVM) and some Anomaly features (Pan and Xuhua 2006). Used 

‘CANTINA’ content based technique to detect phishing websites using the term-frequency-inverse-

frequency (Zhang, Hong, and Cranor 2007). To reduce the feature selection model to detect phishing 

websites using Logistic Regression (LR) and Support Vector Machine (SVM) (Fadheel, Abusharkh, and 

Abdel-Qader 2017b). Discussed making a comparative study to detect malicious URL with classical 

machine learning techniques – logistic regression using bigram, deep learning techniques like 

convolution neural network (CNN) and CNN long short-term memory (CNN-LSTM) as architecture. 

(Vazhayil, Ravi, and Kp 2018). Used K-Nearest neighbor (KNN), Support Vector Machine (SVM) and 

Random Forest to detect phishing websites (Desai et al. 2017). 

 

Previously our team had rich experience in working on various research projects across multiple 

disciplines. (S. Vigneshwaran et al. 2020; Kumaran et al. 2020; Manickam et al. 2019; Shanmugam et 

al. 2021; Kaliaperumal Rukmani et al. 2020; Lakshmi and Hemamalini 2019; Anitha Kumari and 

Srinivasan 2019; Saravanan et al. 2021; Rajkumar and Ganapathy 2020; Shanmugam Vigneshwaran et 

al. 2021; Sivakumar, Anbalagan, and Jayavel 2020; Stephen Leon J, Bharathiraja G, and Jayakumar 

2020; Balasaraswathi et al. 2020; Anitha, Naresh, and Devi 2020; Sivasamy et al. 2021). Now the 

growing trend in this area motivated us to pursue this project. 

 

Based on literature surveys, LSTM has the least accuracy. Detection of phishing is shown to be a 

very low percentage while analyzing the websites and the manual input is not possible to add to the 

dataset. The aim of the study is to improve the accuracy of the phishing website, and to reduce the loss 

of the data while training and testing the dataset. The novel np.random function used to achieve 

accuracy. 

 

Materials and Methods 

The study setting of the proposed work is done in Saveetha School of Engineering.. Two groups 

were identified for the study setting where group one CNN and group two LSTM. Using G power 10 

sample sizes and totally 20 sample sizes have been carried out for our study, 95% confidence and pretest 

power 80% (Adeyemo et al. 2021). 

 

The dataset named ‘DATA’ is downloaded from the public domain keras library. In our 

experiments here we used the data.csv dataset. Detailed description of the features/attributes in the 

dataset can be found below in the form of a Table 1. The dataset consists of 5 lakhs instances and 

contains url and label. The dataset was splitted into two parts namely the training part and testing part. 

70% of the data was used for training and the remaining 30% was used for testing. 

 

The algorithm was implemented by evaluating the train and test. Input dataset collected from this link 

(antonyj n.d.). 

 

Framework of Text Recognition in Phishing Website 

The input is given, records that are present in the dataset and reading the dataset into the 

program. Using Convolutional Neural Network and Long Short Term Memory, the input is processed 

https://www.ijfmr.com/
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and the data is divided into training and testing parts. LSTM, Sequential() is used to train the data and 

the np.random of CNN is used to add hidden layers that are connected to the input layer and train the 

data. The function y_pred which is present in LSTM and np.random is used to predict the output of the 

testing data. The predicted output is the phishing website and it is displayed as either good or bad and 

accurate. The framework of predicting the text recognition in phishing websites step by step is shown in 

Fig. 1. 

 

Convolutional Neural Network (CNN ) Algorithm 

CNN is a deep learning technique that works well for identifying simple patterns in the data 

which will then be used to form more complex patterns in subsequent layers (Yerima and Alzaylaee 

2020). Two types of layers are used for building CNNs; convolutional layers and pooling layers. The 

part of the convolutional layer is to recognize neighborhood conjunctions of highlights from the past 

layer, while the job of the pooling layer is to combine semantically comparable highlights into one. 

Pseudo code for CNN algorithm is shown in Table 2. The accuracy of Convolutional Neural Network 

(CNN) with changing the test size shown in Table 6. 

 

Long Short Term Memory (LSTM) Algorithm 

Long Short Term Memory (LSTM) networks are a type of recurrent neural network capable of 

learning order dependence in sequence prediction problems(Pooja, Lakshmi, and Sridhar 2020). Mostly 

used in machine translation, speech recognition, and more. It can be hard to get your hands around what 

LSTMs are, and how terms like bidirectional and sequence-to-sequence relate to the field. An LSTM 

layer consists of a set of recurrently connected blocks, known as memory blocks. Pseudo code for LSTM 

algorithm is shown in Table 

3. The accuracy of Long Short Term Memory (LSTM) with changing the test size shown in Table 7. 

Equation (1) shows the accuracy measurement. 

 

Accuracy=((TP+TN)/(TP+TN+FP+FN)) ---------------------------------------------- (1) 

 

Where, 

TP - is the no. of true positives classified by the model. FP - is the no.of false positive classified by the 

model. 

 

TN - is the no.of true negative classified by the model. FN - is the no.of false negative classified by the 

model. 

 

The software tool to evaluate CNN and LSTM algorithms is colab in Python programming 

language. The hardware configuration includes an intel i3 processor with a RAM size of 4GB. The 

system used was a 64-bit windows 10 operating system. 

 

Statistical Analysis 

For statistical implementation, the software to be used here is IBM SPSS V26.0. Statistical 

package for social sciences is used for calculating the statistical calculations such as mean, standard 

deviation, and also to plot the graphs etc.,. The independent variables are Url, Label and the dependent 

https://www.ijfmr.com/
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variable is ‘accuracy’. In SPSS, the dataset is prepared using 10 as sample size for each group and 

accuracy is given as the testing variable. 

 

Results 

For convolutional neural network (CNN) and Long Short Term Memory (LSTM) and compared 

the both algorithms with their accuracy rate. For both proposed and existing algorithms 10 iterations 

were taken for each iteration the predicted accuracy was noted for analyzing accuracy. The results of 

statistical packages of social sciences (IBM-SPSS v21) used for data analysis. With value obtained from 

the iterations Independent Sample T-test was performed . Significance values and group statistics values 

of proposed and existing algorithms are shown in Table 4 & Table 5. Whereas t-test equality is 

calculated. Confidence interval of the difference as lower and upper values range as shown in Table 5. 

 

The bar graph is plotted by selected mean accuracy on Y-axis and the Group on X-axis. From the 

graph, it is clear that CNN has significantly higher accuracy than LSTM shows in Fig. The error bars 

are shown in the graph and the error rate is less for CNN compared to LSTM. 

 

Discussions 

In this study, the CNN algorithm has better significant phishing website prediction accuracy tha 

LSTM algorithm (p<0.001, Independent sample t-test). The improved accuracy and reduced loss for 

CNN (Accuracy = 97.40%, Loss = 3.6%) than LSTM (accuracy = 93.16%, Loss= 6.8%). 

 

Various machine learning algorithms are used to predict phishing websites. Proposed a reduced 

feature selection model to detect phishing websites. They used Logistic Regression and Support Vector 

Machine (SVM) as classification methods to validate the feature selection method. 30 site features have 

been selected and used for phishing detection. The LR and SVM calculations performance was surveyed 

dependent on precision, recall, f-measure and accuracy. Study shows that SVM algorithm achieved best 

performance over LR algorithm (Fadheel, Abusharkh, and Abdel-Qader 2017a). Proposes a classification 

model in order to classify the phishing attacks. This model contains feature extraction and classification 

of websites. In feature extraction, features have been taken from a dataset. To classify these features, 

SVM, NB and ELM were used. In this activation functions were used and achieved 95.34% accuracy 

than SVM and NB. With the help of MATLAB results are obtained (Sonmez et al. 2018). Proposed a 

flexible filtering decision module to extract features automatically without any specific expert 

knowledge of the URL domain using neural network model. In this methodology the author utilized 

every one of the characters remembered for the url strings and byte esteems. They not just check byte 

esteems and furthermore cover portions of adjoining characters by moving 4-bits. They embed 

combination information of two characters appearing sequentially and count how many times each value 

appears in the original URL string and achieve a 512 dimension vector. These are factors affecting the 

phishing website gender, age and exposure to educational materials all have some impact etc (Shima et 

al. 2018). Compared five machine learning algorithms and calculated the accuracy, precision, recall and 

f1 score. By this value the author decided on a significantly better algorithm. Random Forest given the 

higher accuracy 87%. (Parasar and Jadhav 2021). Classification model was proposed to solve the 

difficulties encountered in phishing websites detection using the logistic regression, SVM and Naive 

Bayes. SVM has higher accuracy 87% obtained (Satheeshkumar 2019). 

https://www.ijfmr.com/
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Our institution is passionate about high-quality evidence-based research and has excelled in 

various fields (Vijayashree Priyadharsini 2019; Ezhilarasan, Apoorva, and Ashok Vardhan 2019; 

Ramesh et al. 2018; Mathew et al. 2020; Sridharan et al. 2019; Pc, Marimuthu, and Devadoss 2018; 

Ramadurai et al. 2019). We hope this study adds to this rich legacy. 

 

The limitation in our study is that as phishing websites increase day by day, some features may be 

included or replaced with new ones to detect them. In the future, to improve the model training process 

by automatically the search and selection of the key parameters (i.e. number of filters, filter lengths, and 

number of fully connected units) that jointly results in the optimal performing CNN model. 

 

Conclusion 

In this research work, the results indicate that our proposed Convolutional Neural Network 

(CNN) based model with novel np.random function can be used to detect previously unseen phishing 

websites with improved accuracy of 97%. 
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TABLES AND FIGURES 

Table 1. Sample Dataset Contains URL and Label 

S.no URL Label 

1 diaryofagameaddict.com bad 

2 espdesign.com.au bad 

3 iamagameaddict.com bad 
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4 kalatzis.net bad 

5 slightlyoffcenter.net bad 

6 toddscarwash.net good 

7 tubemoviez.com bad 

8 ipl.hk bad 

9 crackspider.us/toolbar/install.php?pack=exe bad 

10 pos-kupang.com/ good 

 

Table 2. Pseudocode for Convolutional Neural Network (CNN) algorithm 

// I : Input dataset records 

1. Import the required packages. 

2. Convert the string values in the dataset to numerical values. 

3. Assign the data to X_train, y_train, X_test and y_test variables. 

4. Using train_test_split() function, pass the training and testing variables and give test_size and 

random_state as the parameters. 

5. Import the np.random() 

6. Predict the output using y_pred and y_test function 

7. Calculate accuracy of the model. 

Output 

// Accuracy 

 

Table 3. Pseudocode for Long Short Term Memory (LSTM) Algorithm 

// I : Input dataset records 

1. Import the required packages. 

2. Convert the string values in the dataset to numerical values. 

3. Assign the data to X_train, y_train, X_test and y_test variables. 

4. Using train_test_split() function, pass the training and testing variables and give test_size and the 

random_state as parameters. 

5. Import the Sequential() from sklearn library. 

6. Using Sequential, predict the output of the testing data. 

7. Calculate the accuracy. 

OUTPUT 

//Accuracy 

 

Table 4. Group statistics results (Mean of CNN 97.40 is more Compared with LSTM 93.16 and 

Std.Error Mean for CNN is .0632 and CNN is .0678) 

 

Algorithm 

 

N 

 

Mean 

 

Std. Deviation 

 

Std.Error Mean 

 

Accuracy  CNN 

 

5 

 

97.400 

 

.1517 

 

.0632 
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LSTM  

5 

 

93.160 

 

.1517 

 

.0678 

 

Loss CNN LSTM 

 

5. 

 

5 

 

3.60 

 

7.28 

 

.141 

 

.327 

 

.063 

 

.146 

 

Table 5. Independent Sample T- test Result is applied for dataset fixing confidence interval as 95% and 

level of significance as 0.05 (CNN appears to perform significantly better than LSTM with the value of 

p<0.001) 

  

Levene’s 

test for 

equality of 

variances 

 

 

 

t-test for Equality of Means 

 

 

 

 

 

F 

 

 

 

 

 

Sig. 

 

 

 

 

 

t 

 

 

 

 

 

df 

 

 

 

Sig. 

 

(2-

tailed 

) 

 

 

Mean 

Difference 

 

 

Std.Error 

Difference 

 

95% 

confidence 

interval of the 

difference 

 

Lower 

 

Upper 

 

Accuracy Equal 

variances 

Assumed Equal 

variance not 

Assumed 

 

.071 

 

.797 

 

-

45.721 

 

8 

 

<.001 

 

-.4.2400 

 

.0927 

 

-4.4539 

 

-4.0251 

   -

45.721 

7.961 < .001 -.4.2400 .0927 -4.4540 -4.0250 

 

Loss Equal 

variance 

 Assumed 

Equal variance 

not Assumed 

 

1.169 

 

.311 

 

23.090 

 

8 

 

<.001 

 

3.680 

 

.159 

 

3.312 

 

4.048 

   23.090  < .001 3.680 .159 3.280 4.048 

    5.445      
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Table 6. Accuracy of Phishing Website Detection using Convolutional Neural Network (CNN) 

Algorithm (Accuracy = 97.40) 

Test size Accuracy 

Test 1 97.40 

Test 2 96.31 

Test 3 95.58 

Test 4 89.22 

Test 5 86.42 

Test 6 85.23 

Test 7 75.00 

Test 8 85.00 

Test 9 75.00 

Test 10 82.00 

 

Table 7. Accuracy of Phishing Website Detection using Long Short Term Memory (LSTM) 

Algorithm (Accuracy = 93.16) 

Test Size Accuracy 

Test 1 93.16 

Test 2 90.33 

Test 3 85.23 

Test 4 89.00 

Test 5 85.02 

Test 6 83.00 

Test 7 81.00 

Test 8 83.00 

Test 9 81.00 

Test 10 83.22 
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Fig. 1. Phishing Website prediction Framework using Convolutional Neural Network (CNN) and Long 

Short Term Memory (LSTM). 

 

 
Fig. 2. Clustered Bar mean of accuracy , mean of loss by CNN & LSTM classifier in terms of mean 

accuracy. The mean accuracy of CNN is better than LSTM and standard deviation of CNN is slightly 

better than LSTM. X-axis : CNN vs LSTM algorithm Y-axis : Mean accuracy of detection ± 1 SD. 
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