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Abstract 

This research investigates the potential of chatbots to revolutionize the extraction of biomarkers from a 

variety of medical reports, such as pathology reports, CT scans, and Electronic Health Record (EHR) 

notes. The research sheds light on the histories, training approaches, and uses of popular chatbots including 

ChatGPT, Google Bard, and Jasper Chat through a comparative examination, providing insights into their 

efficacy in healthcare settings. Issues with data privacy, complicated integration, ethical issues, and 

technological constraints are explored, illuminating the challenging terrain of deploying chatbots for 

biomarker extraction. The ramifications for healthcare are discussed as the research comes to a close, with 

a focus on the possibility of better patient outcomes, more accurate diagnosis, and the development of 

tailored therapy. Future research recommendations emphasize the continued need for algorithm 

optimization, innovative integration exploration, and ethical considerations.  
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1. Introduction 

The importance of biomarker extraction in medical diagnostics has significantly increased in the last few 

years.[1] Biomarkers, which comprise an extensive array of molecular, cellular, and imaging signs, are 

essential for offering valuable insights into the diagnosis, prognosis, and response to therapy of many 

diseases. Biomarker extraction has become essential to the development of customized medicine and 

better patient outcomes as medical data continues to increase in volume and complexity[2]. The complex 

interactions across several data sources, including as pathology reports, CT scans, and notes from 

Electronic Health Records (EHRs), require advanced technologies for effective extraction and 

interpretation[3]. In light of this, the use of chatbots to healthcare appears to be a promising direction with 

the potential to improve the accuracy and speed of biomarker extraction procedures. 

 

Numerous Large Language Models (LLMs) have paved the path for the development of a wide range of 

complex chatbots, all of which have contributed to the advancement of natural language production and 
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interpretation[4]. Chatbot capabilities have been redefined by models like Microsoft's XiaoIce, BERT, 

Rasa, and GPT-3 (ChatGPT). GPT-3, which is well-known for its extensive language comprehension, 

drives ChatGPT and provides rich and flexible conversational features. BERT's emphasis on interpreting 

language in both directions has affected chatbots' capacity to perceive subtlety and context. Developers 

can create contextual chat experiences with more freedom and control thanks to Rasa, an open-source 

conversational AI platform. 

 

To the best of our knowledge, there isn't presently a detailed analysis that thoroughly examines and 

assesses chatbots' contribution to the extraction of biomarkers from various medical reports. This review 

article fills this vacuum by examining the special capacities of chatbots—enabled by artificial intelligence 

and natural language processing—to traverse the complex terrain of medical data. It focuses especially on 

how they could help with biomarker interpretation and identification. This study tries to bridge the gap in 

the literature by exploring the history, training strategies, and uses of well-known chatbots including 

ChatGPT, Google Bard, and Jasper Chat. The assessment includes a thorough examination of their 

efficacy in various healthcare environments, with a focus on their capacity to manage CT scans, pathology 

reports, and Electronic Health Record (EHR) notes. In conducting this investigation, the study advances 

our knowledge of how these cutting-edge technologies might affect and transform the process of extracting 

biomarkers for medical purposes. 

 

The growing usage of chatbots for biomarker extraction and their suitability for use in a variety of medical 

reports are the main topics of this research. The scope includes the extraction of biomarkers from EHR 

notes and the identification of biomarkers from imaging data, as well as their use in assisting with clinical 

decision making. This assessment is important since it clarifies the developments in chatbot technology 

and how they are used into healthcare procedures. This study intends to educate healthcare practitioners, 

academics, and technologists about the potential of chatbots to transform biomarker extraction by 

illuminating their promise and limits. It is essential to comprehend the extent and importance of chatbots 

in the healthcare industry as technology continues to revolutionize this field in order to promote 

improvements in patient care and speed up medical research. 

 

2. Methodology 

To maintain the primary focus of this study, which is to review the research conducted in the area of 

extract biomarkers from medical reports using chatbots, we have gathered insights and advice from 

existing methods described in various studies [5], [6] as shown in Figure 1. By drawing on this knowledge, 

we have formulated clear research objectives and devised appropriate research questions and search 

strategies 

 

2.1. Research Objectives 

The Following are the research objectives of this study: 

• Evaluate the effectiveness of different chatbots, including ChatGPT, Google Bard, and Jasper Chat, in 

extracting biomarkers from diverse medical reports such as CT scans, pathology reports, and 

Electronic Health Records (EHR) notes. 
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• Investigate the challenges associated with the implementation of chatbots for biomarker extraction in 

healthcare, focusing on data privacy, integration complexities, ethical considerations, and technical 

limitations, to provide a comprehensive understanding of the impediments in this domain. 

Figure 1 Research Methodology 

 

2.2. Research Questions 

To address the research objectives effectively, we have formulated a set of pertinent research questions, 

each designed to explore specific aspects of biomarker extraction from medical reports using chatbots. 

These research questions are presented 

• How do different chatbots, namely ChatGPT, Google Bard, and Jasper Chat, compare in terms of their 

effectiveness in extracting biomarkers from various medical reports, including CT scans, pathology 

reports, and Electronic Health Records (EHR) notes? 

• What are the primary challenges hindering the seamless implementation of chatbots for biomarker 

extraction in healthcare, encompassing aspects such as data privacy, integration complexities, ethical 

considerations, and technical limitations? 

 

2.3. Search Strategy 

The Following search string used to find relevant articles to conduct this study. 

 ("chatbot effectiveness" OR "chatbot applications" OR "chatbot technology") AND ("biomarker 

extraction" OR "medical diagnostics" OR "CT scan" OR "pathology reports" OR "EHR notes") AND 

("ChatGPT" OR "Google Bard" OR "Jasper Chat") AND ("healthcare challenges" OR "data privacy" OR 

"integration complexities" OR "ethical considerations" OR "technical limitations") AND ("future 

directions" OR "technological advancements" OR "integration with emerging technologies") 

The search for primary studies in the field of biomarker extraction involves collecting articles from diverse 

sources, including IEEE, Springer, Elsevier and other reputable journals and conferences. 

2.4. Study Selection 

The exclusion and inclusion criteria is presented in Table 1. 

Table 1 Study Selection Criteria 

Criteria # Inclusion criteria Exclusion Criteria 

IE1 Studies concentrating on the 

application of chatbots for biomarker 

extraction from medical reports. 

Studies not related to the application of 

chatbots for biomarker extraction or 

those focusing on extrinsic techniques. 

IE2 Research papers written in English, 

ensuring accessibility and 

Non-English articles that may pose a 

language barrier for effective 
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comprehension for the intended 

audience. 

comprehension of biomarker extraction 

methodologies involving chatbots. 

IE3 Research works providing insights 

into the real-world applications and 

practical implications of chatbots in 

the context of biomarker extraction. 

Studies lacking clarity on the ethical 

considerations or privacy measures 

associated with the use of chatbots in 

biomarker extraction from medical data. 

 

3. Existing Literature and Key Findings 

This section gives a complete review of the present landscape of artificial intelligence (AI) technologies, 

with an emphasis on the well-known ChatGPT and its closest competitors. Drawing on insights from a 

variety of fields, this part synthesizes current material to provide a sophisticated understanding of 

advanced language models' potential, limitations, and ethical issues. The section seeks to establish the 

foundation for the coming study by exploring the key findings of earlier research, illuminating the many 

uses of generative AI, possible effects on healhcare, and the developing conversation on ethical 

considerations and legal frameworks. The summary of these findings are listed in Table 2. 

 

Table 2 Summary of various existing studies in domain of generative AI 

Ref Year Focus Finding Application 

[7] 2021 Digital 

Psychiatry, 

Mental Health 

Technologies, 

Chatbots 

Promising evidence for the 

efficacy of digital mental health 

technologies, including 

chatbots, in various mental 

health contexts. 

Use of chatbots for remote 

intervention and digital phenotyping 

in mental health. 

[8] 2020 ChatGPT, AI-

powered 

chatbot 

systems, 

Digital 

Psychotherapy 

Emergence of chatbots as 

accessible and dependable 

counseling services, 

transcending their initial role as 

sources of amusement. 

Proposition that chatbots, including 

ChatGPT, may serve as 

complementary tools rather than 

replacements in the context of 

mental health care. 

[9] 2019 Laboratory 

Medicine in 

the 2020s, 

Consideration of emerging 

technologies, such as Chatbots, 

voice-activated assistants, image 

analysis, augmented reality, and 

digital twins 

Acknowledgment of the role of AI, 

including potential applications in 

laboratory medicine, such as 

Chatbot. 

[10] 2023 ChatGPT-3.5, 

ChatGPT-4, 

Bing AI, and 

Bard. 

Fluctuations in specificity, 

especially for medications 

belonging to the same drug 

class, with ChatGPT-3.5, 

ChatGPT-4, and Bard exhibiting 

the highest fluctuations. 

Recognition of the significant 

potential of AI tools, including 

ChatGPT, in transforming patient 

care, despite certain limitations. 

[11] 2023 ChatGPT in 

nephrology 

Recognition of ChatGPT as a 

versatile AI model with 

Potential benefits of ChatGPT in 

nephrology, covering areas such as 
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demonstrated proficiency in 

various medical knowledge 

assessments. 

dataset management, diagnostics, 

treatment planning, patient 

communication and education, as 

well as medical research and 

education. 

[12] 2023 Application of 

generative AI 

Recognition of generative AI, 

including ChatGPT, as 

algorithms capable of generating 

diverse content in response to 

prompts. 

Acknowledgment of the increasing 

importance of generative AI, like 

ChatGPT, in shaping the future of 

medicine and healthcare. 

[13] 2023 Evaluation of 

ChatGPT's 

performance 

ChatGPT's role in scientific 

publishing highlighted for 

streamlining research content 

creation, enhancing 

accessibility, and disseminating 

scientific knowledge. 

Emphasis on ChatGPT's versatility 

across various domains, illustrating 

its potential impact on scientific 

research, healthcare, climate change 

mitigation, computer programming, 

and education. 

[14] 2024 Evaluation of 

ChatGPT's  

Two main categories discussed: 

progress in data science in 

medicine utilizing ML to DL and 

the emergence of chatbot 

technologies in healthcare, 

specifically ChatGPT. 

Recognition of the broad role of ML 

and DL in medicine, showcasing 

their impact on medical image data, 

personalized medicine, and AI. 

[15] 2023 Examination 

of ChatGPT's 

role in clinical 

decision 

support 

Analysis of ChatGPT's scope, 

application, and limitations in 

providing evidence-based 

recommendations for clinical 

decision-m 

Emphasis on integrating ChatGPT 

into the decision-making process of 

healthcare professionals. 

[4] 2023 Exploration of 

the potential 

of Large 

Language 

Models 

(LLMs) in 

healthcare 

Analysis of 44 LLMs, 

considering factors influencing 

their performance, such as 

datasets for pretraining and fine-

tuning, model architectures, and 

prompting strategies. 

Consideration of LLMs' ability to 

handle and analyze medical 

information, facilitate contextual 

understanding among clinicians and 

patients, and automate clinical 

documentation. 

[16] 2023 Exploration of 

the impact of 

Artificial 

Intelligence 

(AI) on 

healthcare 

AI, particularly machine 

learning (ML) and deep learning 

(DL), has revolutionized 

diagnostic and therapeutic 

practices, addressing challenges 

related to cost, disease 

management, accessibility, and 

treatment optimization. 

Application of AI in various 

healthcare domains, including 

diagnostics, telemedicine, drug 

development, and disease prediction 

models. 
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[17] 2022 Explainability 

of Artificial 

Intelligence 

Implementation of AI in 

medicine raises concerns about 

the lack of explainability, 

especially with successful yet 

opaque deep learning models, 

contributing to the black-box 

problem. 

Application of Jaspers' methodology 

to address the black-box problem 

and enhance the conceptual clarity 

of AI in medicine. 

[18] 2023 Evaluation of 

the 

performance 

of large 

language 

models, 

specifically 

GPT-3.5 and 

BARD 

Both GPT-3.5 and BARD 

demonstrated proficiency in the 

exams, surpassing the minimum 

acceptance scores for respective 

academic programs, with GPT-

3.5 slightly outperforming 

BARD. 

Application of large language 

models, such as GPT-3.5 and 

BARD, in academic settings for 

evaluating performance in diverse 

subjects. 

[19] 2023 Google's Bard 

and OpenAI's 

ChatGPT 

Google's Bard, powered by 

LaMDA (Language Model for 

Dialogue Applications), is a 

transformer-based neural 

language model pre-trained on 

online chat data. 

The potential applications of 

advanced conversational AI models, 

such as ChatGPT and Bard, in 

various industries, including 

customer service, virtual assistants, 

and online interactions. 

[20] 2023 Examination 

of 

transformative 

AI tools 

ChatGPT is recognized for 

enhancing productivity, with 

potential gains in industries such 

as banking, hospitality, tourism, 

and information technology. 

Potential applications of ChatGPT 

in various industries and business 

activities, highlighting its role in 

management, marketing, and other 

sectors. 

4. Top of Line Chatbots 

Top-tier chatbots are state-of-the-art systems that use artificial intelligence and state-of-the-art natural 

language processing in the field of sophisticated conversational agents. These advanced models—such as 

ChatGPT, Google Bard, and Jasper Chat—revolutionize the field of human-computer interaction thanks 

to their extraordinary powers and range of uses in many healthcare settings[21]–[23]. 

 

4.1. ChatGPT 

ChatGPT is a conversational language model developed by OpenAI, based on the GPT (Generative Pre-

trained Transformer) architecture. ChatGPT was introduced by OpenAI as a research preview on 

November 30, 2022. It is an extension of the original GPT-3 model, fine-tuned specifically for natural 

language understanding and generation in conversational contexts. OpenAI, known for its contributions 

to artificial intelligence research, designed ChatGPT to be a versatile and powerful tool for engaging in 

dynamic and context-aware conversations.[20] 
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4.1.1. Training Methodology and Algorithms 

ChatGPT is trained using a pre-training and fine-tuning approach. In the pre-training phase, the model is 

exposed to a vast dataset containing parts of the Internet to learn the structure and patterns of natural 

language. The transformer architecture, known for its attention mechanisms, is fundamental to GPT 

models. During pre-training, the model learns to predict the next word in a sentence, capturing contextual 

dependencies and semantic understanding[24]. The details of training dataset of ChatGPT are shown in 

Figure 2. 

 
Figure 2 Training Datasets and their Ratio of ChatGPT 

 

Fine-tuning is a crucial step where the model is adapted to specific tasks or domains. For ChatGPT, fine-

tuning involves using custom datasets created by OpenAI to enhance the model's performance in 

generating coherent and contextually relevant responses in a conversational setting[25]. 

 

4.2. Google Bayesian Adaptive Realtime Dialogue (BARD) 

Google Bard is an AI-powered chatbot developed by Google, designed to enhance the conversational 

aspects of online search and provide more natural language responses. It was officially announced by 

Google on February 6, 2023, with the aim of allowing users to interact with search queries in a 

conversational manner. Bard is built upon the Gemini large language model, which succeeded earlier 

models like PaLM 2 and LaMDA. These models, including Gemini, are grounded in Google's Transformer 

architecture, a neural network framework released in 2017[19]. 

 

 
Figure 3 Training Datasets and their Ratio of BARD
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4.2.1. Training Methodology and Algorithms 

Bard's training methodology involves the use of large language models, particularly the Gemini model, to 

understand and generate human-like responses in conversations. The underlying architecture, based on 

Transformers, enables Bard to capture contextual dependencies and semantic understanding in natural 

language. The training data likely includes diverse conversational datasets to teach the model how to 

respond appropriately to various user queries. The details of training dataset of BARD are shown in Figure 

3. 

The evolution from PaLM 2 to LaMDA and eventually to Gemini indicates a progressive refinement of 

Google's language models, with each iteration aimed at improving the model's ability to handle 

conversational nuances and provide more accurate responses[18]. 

 

4.3. JasperChat 

Jasper Chat is an AI-powered chatbot designed to engage in human-like conversations, generate content, 

and assist users across various tasks. It positions itself as a comprehensive artificial intelligence platform 

capable of providing high-quality outputs on a wide range of topics up to 2021. Considered a top 

competitor to OpenAI's ChatGPT, Jasper Chat aims to offer users a conversational experience that 

simulates natural human interaction.[22] 

 

4.3.1. Training Methodology and Algorithms 

The specific training methodology and underlying algorithms of Jasper Chat are not detailed in the 

provided information. Typically, AI chatbots like Jasper Chat are trained using a combination of pre-

training and fine-tuning. Pre-training involves exposing the model to vast datasets, allowing it to learn the 

structure and patterns of natural language. Fine-tuning is then performed to adapt the model to specific 

tasks or domains. 

Jasper Chat's ability to generate content, engage in discussions, and understand user queries suggests a 

robust training process. The chatbot is likely trained on diverse datasets, including articles, blogs, video 

transcripts, and published content, to ensure a broad understanding of various topics.[17] 

 

Table 3  Comparison Top of Line Chatbots 

Feature ChatGPT Google Bard Jasper Chat 

Background OpenAI's conversational 

model 

Google's conversational 

AI 

AI-powered chatbot 

Training Model Generative Pre-trained 

Transformer 

Gemini, LaMDA, BERT Generative Pre-trained 

Transformer 

Release Date 2022 2023 2021 

Primary Functionality Conversational AI Conversational Search Conversational AI, 

content gen 

Training Data Broad internet data Broad internet data Diverse data till mid-

2021 

Languages Supported 85 46 29 languages 

Use Cases Natural language 

generation 

Conversational search Content generation, chat 

Integration Available via API Integrated into search Available via API 
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Unique Features Large language model Conversational search Memory of previous 

convos 

User Interaction Text-based Conversational queries Text-based 

 

5. Application of Chatbots in in Extracting Biomarkers 

The application of chatbots in extracting biomarkers represents a transformative frontier in healthcare 

technology. Leveraging natural language processing and artificial intelligence, these intelligent systems, 

such as ChatGPT, Google Bard, and Jasper Chat, play a pivotal role in revolutionizing the identification 

and interpretation of biomarkers across various medical reports and diagnostic modalities.[16] 

 

5.1. ChatGPT 

The model's adaptability extends to a range of medical sources, encompassing CT scans, pathology 

reports, and Electronic Health Records (EHR) notes. With a keen understanding of natural language, 

ChatGPT excels in navigating through intricate medical documents, deciphering complex terminology, 

and identifying key indicators. Its broad language capabilities enable it to extract relevant information 

from diverse medical contexts, providing valuable insights for biomarker identification and contributing 

to the advancement of diagnostic and prognostic endeavors in healthcare.[4] 

 

5.1.1. Identifying Biomarkers from Imaging Data: 

ChatGPT demonstrates significant potential in the identification of biomarkers from imaging data, 

particularly in the context of CT scans. Through natural language processing, ChatGPT can analyze and 

interpret complex medical imaging reports, assisting healthcare professionals in pinpointing relevant 

biomarkers indicative of various conditions[4]. In pathology reports, the model's ability to comprehend 

intricate textual information allows for the extraction of crucial biomarkers, aiding in the comprehensive 

assessment of diseases at a molecular level.  

 

5.1.2. Extracting Biomarkers from EHR Notes:  

Within Electronic Health Records (EHR) notes, ChatGPT proves valuable in extracting biomarkers from 

diverse sources. In clinical notes, the model excels at understanding and interpreting unstructured data, 

providing a nuanced analysis of patient narratives to identify relevant biomarkers[14]. Additionally, 

ChatGPT can process information related to medication use from EHR notes, contributing to a more 

comprehensive understanding of how specific biomarkers may be influenced by pharmaceutical 

interventions.  

 

5.1.3. Supporting Clinical Decision-Making:  

ChatGPT plays a crucial role in supporting clinical decision-making processes by offering insights into 

diagnosis, prognosis, and treatment recommendations. In terms of diagnosis, the model leverages its 

language understanding capabilities to assimilate information from various sources, aiding healthcare 

professionals in making informed decisions based on identified biomarkers. Moreover, ChatGPT assists 

in predicting the prognosis of patients by correlating biomarker data with historical outcomes. Its ability 

to generate coherent and contextually relevant responses extends to providing treatment recommendations, 

enhancing the decision-making process for clinicians.[15] 

 

https://www.ijfmr.com/


 

International Journal for Multidisciplinary Research (IJFMR) 
 

E-ISSN: 2582-2160   ●   Website: www.ijfmr.com       ●   Email: editor@ijfmr.com 

 

IJFMR240113154 Volume 6, Issue 1, January-February 2024 10 

 

5.1.4. Research and Development:  

In the realm of research and development, ChatGPT contributes significantly to biomarker discovery and 

clinical trial design. Through extensive data processing, the model aids researchers in identifying novel 

biomarkers that may have previously gone unnoticed. This capacity for uncovering patterns in data proves 

instrumental in advancing our understanding of disease mechanisms. Furthermore, in clinical trial design, 

ChatGPT assists in formulating research hypotheses, refining inclusion and exclusion criteria, and 

optimizing trial protocols based on the identified biomarkers.[13] 

 

5.2. BARD 

BARD's versatility in processing and analyzing extensive text data positions it as a valuable tool for 

extracting biomarkers across diverse medical sources, including CT scans, pathology reports, and 

Electronic Health Records (EHR) notes.  

 

5.2.1. Identifying Biomarkers from Imaging Data:  

BARD excels in analyzing textual descriptions of CT scans, interpreting radiologists' reports to identify 

keywords and patterns indicative of specific diseases or conditions. For instance, the model can efficiently 

flag relevant terms like "ground-glass opacities" in lung cancer screening reports, prompting further 

investigation. Additionally, in pathology reports, BARD extracts valuable findings and diagnoses by 

analyzing mentions of cell types, morphological features, and immunohistochemical markers, contributing 

to the identification of potential biomarkers for various cancers.[26] 

 

5.2.2. Extracting Biomarkers from EHR Notes:  

Within clinical notes, BARD navigates unstructured text, analyzing physician observations, medication 

lists, and laboratory results. Through the identification and extraction of relevant medical terms, the model 

unveils hidden patterns and associations between clinical features and specific diseases[12]. In medication 

use analysis, BARD identifies patterns in medication lists, aiding in the exploration of associations 

between medication use and biomarkers or disease progression for personalized medicine efforts.[11] 

 

5.2.3. Supporting Clinical Decision-Making:  

BARD supports clinical decision-making by analyzing various medical data sources to enhance diagnostic 

accuracy and prognostic insights. The model highlights relevant information from different sources, 

providing a comprehensive view of the patient's condition. Furthermore, in treatment recommendations, 

BARD analyzes treatment response data, identifying patients who may benefit from specific therapies 

based on individual biomarker profiles. This personalized approach improves treatment plans and patient 

outcomes[12].  

 

5.2.4. Research and Development:  

In research, BARD accelerates biomarker discovery by analyzing large datasets of medical information. 

The model's adeptness in identifying subtle patterns and relationships within text data contributes to the 

swift identification of new potential biomarkers for various diseases. Additionally, in clinical trial design, 

BARD analyzes trial data to identify patient subgroups likely to respond to specific treatments, optimizing 

trial design and enhancing the chances of success for new drugs and therapies[10].  
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5.3. Jasper Chat 

Jasper's strengths in creative language processing and text analysis make it a promising tool for extracting 

biomarkers from various medical sources[22]. While not specifically trained for medical tasks, its 

flexibility and adaptability offer exciting possibilities in this domain. Here are some potential applications 

based on the provided pattern:  

 

5.3.1. Identifying Biomarkers from Imaging Data:  

Jasper Chat showcases its prowess in biomarker identification from imaging data, particularly in the 

analysis of CT scans. The model navigates through radiologists' narrative descriptions, emphasizing 

keywords indicative of specific diseases. In lung nodule descriptions, for instance, Jasper can flag terms 

like "spiculated margins," prompting further investigation for potential malignancies. Additionally, within 

pathology reports, the model extracts relevant findings and diagnoses by interpreting medical terms related 

to cell types, morphological features, and immunohistochemical markers, contributing to biomarker 

discovery even in less structured reports.  

 

5.3.2. Extracting Biomarkers from EHR Notes:  

In the extraction of biomarkers from Electronic Health Records (EHR) notes, Jasper proves adept at 

analyzing unstructured clinical text. It delves into physician observations, progress notes, and discharge 

summaries, understanding context and relationships between words. This enables Jasper to identify hidden 

patterns and associations between clinical features and specific diseases[22]. For instance, it might 

uncover links between chronic cough mentions and elevated sputum eosinophil counts, suggesting 

potential correlations for diseases like allergic bronchopulmonary aspergillosis. Furthermore, in 

medication use analysis, Jasper identifies patterns associated with specific biomarkers or disease 

progression, aiding in pharmacogenomics research.[22] 

 

5.3.3. Supporting Clinical Decision-Making:  

Jasper's role in clinical decision-making spans diagnosis, prognosis, and treatment recommendations. By 

synthesizing information from various medical sources, the model provides a comprehensive view of the 

patient's condition, leading to more accurate diagnoses and prognoses, especially for complex diseases. It 

generates summaries of key findings and potential differential diagnoses, incorporating information from 

imaging reports, pathology notes, and clinical observations. In treatment recommendations, Jasper 

analyzes treatment response data, identifying patient subgroups benefiting from specific therapies based 

on individual biomarker profiles, thus contributing to personalized medicine efforts.[22] 

 

5.3.4. Research and Development:  

Jasper Chat significantly contributes to biomarker discovery and clinical trial design in the realm of 

research and development. Through the analysis of vast datasets, including medical literature, clinical 

trials, and EHRs, the model identifies new potential biomarkers for various diseases. Its ability to discern 

subtle patterns within text data accelerates biomarker discovery efforts. Additionally, in clinical trial 

design, Jasper analyzes data to identify patient subgroups likely to respond to specific treatments, 

optimizing trial protocols and increasing the likelihood of success for new drugs and therapies. 
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Table 4   Applications of Chatbots 

Application ChatGPT Google Bard Jasper Chat 

Identifying 

Biomarkers from 

Imaging Data 

- Analyzing radiological 

reports 

- Enhancing 

conversational search 

- Analyzing CT scan and 

pathology report 

descriptions 

- Extracting keywords 

and patterns - 
- Identifying keywords 

in CT scan descriptions 

- Context-aware 

interpretation - 

- Extracting relevant 

findings from pathology 

reports 

Extracting 

Biomarkers from 

EHR Notes 

- Analyzing clinical 

notes 

- Analyzing 

unstructured text in 

clinical notes 

- Analyzing unstructured 

text in clinical notes 

- Identifying medical 

terms and concepts 

- Discovering hidden 

patterns and associations 

- Identifying hidden 

patterns and associations 

- Analyzing medication 

lists 

- Analyzing medication 

use patterns 

- Analyzing medication 

use patterns 

Supporting Clinical 

Decision-Making 

- Enhancing diagnostic 

and prognostic insights 

- Providing context-

aware responses in 

search queries 

- Synthesizing 

information for more 

accurate diagnoses 

- Offering treatment 

recommendations 

- Analyzing treatment 

response data 

- Generating summaries 

and potential differential 

diagnoses 

- - 
- Analyzing treatment 

response data 

Research and 

Development 

- Contributing to 

biomarker discovery 

- Accelerating 

biomarker discovery 

efforts 

- Analyzing large 

datasets for biomarker 

discovery 

- Optimizing clinical trial 

design 

- Optimizing clinical 

trial design 

- Analyzing clinical trial 

data for patient 

subgroups 

 

6. Challenges in Implementing Chatbots for Biomarker Extraction 

Navigating the implementation of chatbots for biomarker extraction in healthcare is accompanied by a 

spectrum of challenges that demand careful consideration[9]. This section delves into the multifaceted 

hurdles, ranging from data privacy concerns to technical limitations, that impede the seamless integration 

of chatbots into the intricate landscape of biomarker extraction processes.  

 

6.1. Data Privacy and Security 

Implementing chatbots for biomarker extraction introduces substantial challenges in ensuring the utmost 

data privacy and security of patient information[27]. The sensitive nature of medical data necessitates 
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robust safeguards to prevent unauthorized access and protect against potential breaches. Addressing these 

challenges requires meticulous adherence to stringent privacy protocols and the implementation of 

advanced encryption measures to uphold patient confidentiality throughout the biomarker extraction 

process. Integration with Existing Systems [28] 

 

Seamlessly integrating chatbots into the intricate framework of existing healthcare systems poses a 

formidable challenge. The diversity of data sources, ranging from CT scans to Electronic Health Records 

(EHR) notes, requires chatbots to harmonize with diverse formats and structures[8]. Achieving 

interoperability mandates overcoming technical disparities and ensuring that chatbots can effectively 

collaborate with existing databases and medical information systems, streamlining the biomarker 

extraction workflow.  

 

6.2. Ethical Concerns 

The ethical dimensions surrounding the deployment of chatbots in medical settings demand careful 

consideration. Issues such as transparency in chatbot interactions, consent for data usage, and the potential 

impact on the patient-doctor relationship need thorough examination[8]. Striking a balance between 

technological innovation and ethical standards is crucial to foster trust and acceptance in the integration 

of chatbots for biomarker extraction within the healthcare ecosystem.  

 

6.3. Technical Limitations 

Technical challenges pose significant hurdles in the effective implementation of chatbots for biomarker 

extraction. These limitations may include the need for continuous model improvement, potential biases in 

chatbot responses, and limitations in handling complex medical terminologies[8]. Overcoming these 

technical barriers requires ongoing refinement of natural language processing algorithms, rigorous testing, 

and a commitment to addressing the evolving landscape of healthcare data to ensure the accuracy and 

reliability of biomarker extraction by chatbots.  

 

7. Future Directions and Opportunities 

As the landscape of chatbot technology continues to evolve, future advancements hold the promise of 

enhancing their capabilities in biomarker extraction. The integration of more sophisticated natural 

language processing models, such as successors to GPT-3, could significantly improve chatbots' ability to 

decipher intricate medical terminology and nuances. Additionally, advancements in machine learning 

techniques and continual model training may contribute to heightened accuracy and efficiency in 

identifying and interpreting biomarkers from various medical reports[8]. 

 

Opportunities abound for synergizing chatbots with emerging technologies in healthcare to amplify their 

impact on biomarker extraction. Integration with augmented reality (AR) and virtual reality (VR) systems 

could provide healthcare professionals with immersive and interactive experiences, enhancing the 

visualization and interpretation of biomarkers. Furthermore, collaboration with wearable devices and the 

Internet of Things (IoT) presents possibilities for real-time monitoring and data collection, enabling 

chatbots to contribute to continuous biomarker surveillance and proactive healthcare interventions. 

Exploring these integrations could usher in a new era of comprehensive and patient-centric biomarker 

extraction processes[7]. 
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8. Conclusion 

In summarizing the findings derived from the comparative analysis of chatbots, including ChatGPT, 

Google Bard, and Jasper Chat, key insights emerge. The exploration of their backgrounds, training 

methodologies, and applications in biomarker extraction from diverse medical reports, such as CT scans, 

pathology reports, and Electronic Health Records (EHR) notes, unveils distinctive strengths and 

challenges. The discussion on challenges underscores the importance of addressing data privacy, 

integration complexities, ethical considerations, and technical limitations in the implementation of 

chatbots for biomarker extraction. 

 

The implications of integrating chatbots into biomarker extraction processes are profound for the 

healthcare landscape. The reviewed chatbots showcase potential in revolutionizing the identification and 

interpretation of biomarkers, offering accelerated and more accurate insights across various medical 

contexts. As healthcare pivots towards a more patient-centric and technologically advanced paradigm, the 

seamless incorporation of chatbots holds the potential to enhance diagnostic precision, improve patient 

outcomes, and contribute to the evolution of personalized medicine. 

 

As the field of chatbots in biomarker extraction continues to evolve, there is a compelling need for further 

research to address emerging challenges and seize untapped opportunities. Future investigations could 

delve into refining chatbot algorithms to enhance their proficiency in handling complex medical 

terminologies and ensuring unbiased responses. Moreover, exploring novel integrations with emerging 

technologies like augmented reality and wearable devices could unlock new dimensions for 

comprehensive biomarker extraction. Continuous scrutiny of ethical implications and the development of 

standardized protocols for data privacy in healthcare settings should also be prioritized in future research 

endeavors. This comprehensive approach will contribute to advancing the integration of chatbots into 

mainstream healthcare practices and propel the field of biomarker extraction towards unprecedented 

advancements. 
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