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Abstract 

In their highest severity, brain tumors are the most deadly illness, with a very short life expectancy. 

Patients' chances of survival are decreased when brain tumors are misdiagnosed, leading to incorrect 

medical intervention. Making an appropriate treatment strategy to cure and prolong the lives of individuals 

suffering from brain tumor illness depends critically on making an accurate diagnosis of brain tumors. 

Convolutional neural networks and computer-aided tumor detection systems have produced success 

stories and advanced the area of machine learning significantly. Compared to more conventional neural 

network layers, the deep convolutional layers automatically extract significant and reliable characteristics 

from the input space. To classify a Brain Tumor dataset consisting of 3064 T1 weighted contrast-enhanced 

brain MR (Magnetic Resonance) images, we used the CNN (Convolutional Neural Network) model 

ResNet50 Neural Network, one of the most popular deep learning architectures, in the proposed 

framework. We graded (classified) the brain tumors into three classes (Glioma, Meningioma, and Pituitary 

Tumor). Additionally, we will apply Transfer Learning to reduce the amount of data needed, improve 

neural network performance (most of the time), and save training time. 233 patients with meningioma 

(708 slices), glioma (1426 slices), and pituitary tumor (930 slices) are the subjects of the picture collection. 

Using a refined ResNet50 Neural Network architecture, our Brain Tumor Detector achieves over 95% 

accuracy by using the technique of Transfer Learning. 

 

Keywords: CNN, Deep Learning, ResNet50, Transfer Learning, Brain Tumors, Magnetic Resonance 

Imaging 

 

1. Introduction 

• Meningiomas, gliomas, and pituitary tumors are examples of abnormal growths that affect the central 

nervous system and can be classified as either benign or malignant (benign/malignant). 

• MRI and CT scans are used in diagnostic procedures to produce detailed pictures for preliminary 

assessment. 

• New developments in technology have enhanced contrast and resolution in imaging, which helps with 

diagnosis accuracy.  

• Computer-aided diagnosis (CAD) systems use Convolutional Neural Networks (CNN) incorporated 

with medical imaging.  
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• Modern medical imaging technology like CNN is excellent at diagnosing diseases without requiring 

a lot of preprocessing, especially for CT and MRI images.  

• Input, convolution, RELU, fully connected, classification, and output layers are all part of the CNN 

architecture.  

• Convolution and downsampling are two essential CNN operations that allow for efficient raw picture 

processing.  

• CNN is used by machine learning systems to categorize brain MRI pictures as normal or abnormal 

and to grade aberrant images for various types of brain tumors.  

• In our experiment, we classified brain tumors using the ResNet-50 architecture. 

• used pre-trained ResNet-50 and applied transfer learning techniques to improve model performance.  

• The model was trained using T1 weighted, contrast-enhanced MRI images of brain tumors.  

• Because of its intrinsic nature, the CNN model proved effective even with significant preprocessing.  

• The main goal is to raise the accuracy of brain tumor grading so that doctors may better plan treatments 

and see higher recovery rates.  

• presents a new CNN architecture that departs from popular transfer learning methods.  

• For computer vision applications, CNN combined with Transfer Learning, Python, and PyTorch are 

among the technologies used.  

 

2. Literature Survey 

• In order to help doctors with accurate diagnosis and therapy planning, brain tumor classification is a 

crucial duty in medical image analysis. Conventional techniques mostly rely on radiologists' manual 

interpretation, which may be laborious and prone to subjective interpretation. 

• Heba Mohsen suggests a system that combines deep learning (DL) methods with discrete wavelet 

transform (DWT) characteristics. They segment brain tumors using the fuzzy c-mean approach and 

extract features using DWT. Prior to feeding these data into deep neural networks (DNNs), principal 

component analysis (PCA) is performed for dimension reduction, resulting in 96.97% accuracy and 

97.0% sensitivity. 

• A brain tumor classification system utilizing convolutional neural networks (CNNs) and features 

based on Gray Level Co-occurrence Matrix (GLCM) is presented by Widhiarso, Wijang, Yohannes 

Yohannes, and Cendy Prakarsah. For every image, they extract characteristics from four different 

viewpoints and input them into CNN. With particular feature combinations, the Gl-Pt dataset yielded 

the greatest accuracy of 82.27%.  

• A deep CNN-based system for automated brain tumor diagnosis and grading is proposed by Seetha, 

J., and S. S. Raja. The approach achieves 97.5% accuracy by segmenting the brain using Fuzzy C-

Means (FCM) and then extracting texture and form data to feed into SVM and DNN classifiers. 

• Cheng, Jun use fine ring-form partition and ROI augmentation to improve the categorization of brain 

tumors. When these improvements are applied to various feature extraction techniques, the accuracy 

of the intensity histogram, GLCM, and bag-of-words (BoW) features is increased. 

• A genetic algorithm feature selection method for wavelet feature dimension reduction is proposed by 

Sasikala, M., and N. Kumaravel. Using a subset of characteristics, the genetic algorithm picks the best 

features for classification, reaching 98% accuracy. 

https://www.ijfmr.com/
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• Using a modified version of AlexNet CNN, Khawaldeh and Saed present a technique for the non-

invasive grading of glioma brain tumors. With the use of image-level labelling and whole-brain MRI 

scans, they manage a respectable 91.16% accuracy. 

• Sajjad and Muhammad suggest a sophisticated technique for enhancing data that is combined with 

CNN to classify brain tumors. Using pre-trained VGG-19 CNN architecture, they enhance total 

accuracy from 87.38% to 90.67%, respectively, before and after augmentation. 

• For the categorization of brain tumors, Özyurt, Fatih combines CNN with neutrosophic expert 

maximum fuzzy (NS-CNN) sure entropy. They segment brain tumors using the neutrosophic set - 

expert maximum fuzzy-sure approach, with an average success rate of 95.62%. 

 

3. Abbreviations and Acronyms 

1. ML - Machine Learning 

2. DL - Deep Learning 

3. MRI - Magnetic Resonance Imaging 

4. DWT - Discrete Wavelet Transform 

5. DNN - Deep Neural Networks 

6. CNN - Convolutional Neural Network 

7. SVM - Support Vector Machine. 

 

4. Methodology 

4.1 Dataset  

The brain tumor dataset from Cheng, Jun, which can be accessed for free online at 

https://figshare.com/articles/brain_tumor_dataset/1512427/5, was utilized in this work. The collection 

comprises 3064 T1 weighted and contrast-enhanced brain MRI images, classified into three categories: 

pituitary tumor, meningioma, and glioma. The number of photos in the dataset for each class is listed in 

Figure 1. The patient ID (PID), tumor mask, tumor border, and class label are all fully described and 

provided for every image in the dataset. The lesion mask, which is used to crop the tumor region of interest 

(ROI), is the most crucial piece of information after the class label.  

 

Figure 1: Summary of Used Image Dataset

 
 

4.2 Convolutional Neural Network (CNN) 

The most popular deep-feed forward neural network at the moment is the convolutional neural network 

(CNN), which can handle both 1D and 2D visual data inputs. The input layer, convolution layer, RELU 

layer, fully connected layer, classification layer, and output layer are the many layers that make up a CNN 

in general. Convolution employing a trainable filter with a predetermined size and weights that are 

https://www.ijfmr.com/
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modified throughout the downsampling process in the training phase to obtain a high accuracy are the two 

main processes that CNN is founded on. The photos of both cropped and uncropped brain tumors are kept 

in a database for this study, and three files are made, one for each kind of tumor: glioma, meningioma, 

and pituitary. 

 

4.3 Proposed CNN Architecture 

• Architecture: Utilized ResNet-50, a deep residual network architecture. 

• Layer Modification: Adapted the fully connected layer for our specific brain tumor classification task 

with 4 output classes (None, Meningioma, Glioma, Pituitary). 

• Transfer Learning: Exploited the pretrained ResNet-50 model for feature extraction and pattern 

recognition. 

• Fine-tuning: Retrained the model on our brain tumor dataset to enhance its predictive capabilities. 

• Freezing Convolutional Layers: Initially, convolutional layers are frozen to retain generic features. 

• Adaptive Learning Rates: Trained the model with variable learning rates for optimal convergence. 

• Loss Function: Employed Logarithmic Sigmoid loss suitable for multiclass classification. 

• Activation Function: Used LogSigmoid in the final layer for probability distribution across classes. 

 

4.4 Performance Evaluation 

Based on these produced confusion matrices, a comparison between the CNN architecture outputs and the 

original picture label for each was done in order to assess the effectiveness of the suggested CNN 

architecture. In general, we may compute the accuracy, sensitivity, precision, and specificity to gauge how 

exactly the brain tumor is being evaluated using these created confusion matrices. In order to assess the 

effectiveness of the proposed classification method, four statistical indices—true positive (TP), false 

positive (FP), false negative (FN), and true negative (TN)—are computed from the confusion matrix that 

is produced. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

 

5. System Implementation 

1. Preprocessing: To guarantee consistency and improve model performance, MRI images are pre-pro-

cessed using methods including scaling and normalization. 

2. Feature Extraction: ResNet-50 automatically extracts complex characteristics from MRI data by using 

transfer learning, which enables reliable brain tumor classification. 

3. Model Training: By fine-tuning the parameters of the pre-trained ResNet-50 model, particularly for 

brain tumor classification tasks, its accuracy, and effectiveness are increased. 

4. Model Evaluation: The effectiveness and dependability of the trained ResNet-50 model are validated 

by a thorough evaluation that makes use of performance indicators including accuracy and sensitivity. 

https://www.ijfmr.com/
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5. Integration and Deployment: The ResNet-50 model may be more easily used in actual healthcare set-

tings by being seamlessly integrated into an intuitive clinical system. 

6. Testing and Validation: Robust testing and validation procedures guarantee the ResNet-50 model's 

accuracy and resilience across a variety of datasets and clinical settings. 

7. Continuous Improvement: The ResNet-50 model's continuous optimization and efficacy are ensured 

by ongoing improvements and refinements made in response to user input and developments in ma-

chine learning techniques. 

 

Figure 2: Proposed System Architecture 

 
6. Results 

6.1 Validation Results 

Validation of our system involves rigorous testing against diverse datasets and clinical scenarios to 

ensure its reliability, accuracy, and generalizability in real-world healthcare settings. 

 

Figure 3: Confusion Matrix for Model's performance 
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Figure 4: Graphical Representation of the Model’s Accuracy for Training and Validation Data 

 
 

Figure 5: Graphical Representation of the Model’s Loss for Training and Validation Data 

 
 

6.2 Final Prediction Outputs 

Here are our final predictions for the classes pitutary tumor, Meningioma, and Glioma 

Figure 6: Home Page 
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Figure 7: Prediction for Glioma 

  
 

Figure 8: Prediction for Meningioma 

 
 

Figure 9: Prediction for Pitutary 
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7. Conclusion 

Our initiative, NeuralBlack, offers a potent remedy for the identification of brain cancers through the 

categorization of medical images. We have obtained impressive results by combining state-of-the-art 

technology with a well-trained ResNet-50 model. Let's review the main advantages: 

• Accurate Tumor Classification  

• User-Friendly Interface 

• Fast and Efficient 

• Scalability and Adaptability 

• Open-Source Contribution 

• Impact on Healthcare 

In summary, NeuralBlack is a useful tool that advances healthcare by showcasing the potential of 

contemporary machine learning. It also plays a significant role in the medical field. 

 

8. Future Scope 

NeuralBlack’s accomplishment opens up several fascinating possibilities for further research and 

development. Key topics such as Dataset Expansion, Advancement in Transfer Learning and Fine-Tuning, 

Real-Time Inference, Integration with Electronic Health Records (EHR), and Mobile Application 

Development may be investigated further as we go to improve the project's capabilities. 

NeuralBlack's future potential goes beyond what it can do now. We hope to push the limits of medical 

picture categorization by investigating these possibilities and eventually making a positive impact on 

healthcare. 
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