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Abstract:  

In this paper, two machine learning algorithms—local outlier factor (LOF) and density-based spatial 

clustering of applications with noise (DBSCAN)—that are used to identify outliers in the context of a 

continuous framework for point of interest (PoI) detection are analyzed. The mobile trajectories of users 

are continuously and almost instantaneously loaded into this system. These frameworks are still in their 

infancy, but they are already essential for large-scale sensing deployments, such as Smart City planning 

deployments, where the anonymous individual mobile user trajectories can be valuable to improve urban 

planning. There are two contributions made by this paper. First, the functional design of the entire PoI 

detection architecture is provided by the study. Second, the study evaluates the effectiveness. 
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1. Introduction:  

Municipalities look for areas of interest for both inhabitants and visitors as part of their ongoing 

planning and development of Smart Cities in order to better design the services that are offered. Finding 

new sites of interest (PoIs) that actually match these criteria is therefore essential. The population's 

demands for amusement and recreation, whether cultural or otherwise. Pervasive computing and 

pervasive technology are crucial in this situation because they enable constant tracking and learning of 

PoIs depending on citizen preferences and without compromising the privacy of personal data. In the 

past ten years, people-centric hardware and systems have emerged in pervasive technology, which has 

also grown more sustainable and efficient. Citizens carry around personal mobile IoT devices [1], 

including smart phones, which can help with inferring trajectories in a way that is anonymous and does 

not compromise privacy. A series of waypoints is represented by anonymous trajectories that are 

continuously gathered. Then, using various machine learning (ML) techniques, individual trajectories 

can be pooled and analyzed to estimate PoIs related to a population's social patterns. The accuracy and 

viability of using ubiquitous technology as the foundation for creating extensive sensing frameworks 

that can support Smart City planning have been the subject of related research [2, 3]. These frameworks 

frequently use planned PoIs by depending on offline data analysis, but not a persistent identification of 

points of interest (PoIs) throughout time, such as those connected to seasonal events or evolving group 

interests. Therefore, some PoIs in Smart Cities are not explicitly regarded as such, and those are 

typically the ones that are more difficult to detect. However, they are highly relevant to achieve efficient 
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city planning, as they are derived from citizens’ social behavior and mobility preferences. In the 

traditional definition, a PoI is a point of interest (a location) that may be of interest to someone. Our 

definition of PoI attempts to capture such locations, currently unknown to a municipality or to a 

community, and that is revealed to us by the social trajectories of a large number of people, which cross 

a specific location. The aim of our work is to consider non-intrusive technology to detect such PoIs. To 

discover them, we use cell phone traces data that reflect the trajectories followed by people in their daily 

lives. These trajectories reveal their individual stopping points (stop points). A cluster in time and in 

space of stop points can turn out to be a PoI for the local community or for an individual visitor. While 

trajectories collected from smart phones assist in detecting PoIs, they also include outliers. By definition, 

an outlier is a representation of a point that is beyond the limits of a well-defined population [4]. The 

traces of stored cell phones, which represent the trajectories followed by users, experience several 

problems, from communication failures to problems with data recording on the cloud. Hence, an outlier 

is a cluster of points that derive from an error, and not from stop points. It is this discovery of outliers, in 

the pursuit of data cleansing, that is reflected in our current work. In this context, this work proposes a 

design for a novel non-intrusive framework for inference of PoIs based on mobility trajectories derived 

from anonymised smart phone data, and performs a performance analysis of DBSCAN and LOF for 

outlier detection, in the context of a first functional block of such framework, related to outlier detection. 

We consider that a relevant framework in this context would be a framework that could assist in 

inferring similarity in individual (and collective) mobility patterns. Data would be obtained via external 

devices (e.g., smart phones and other embedded devices carried by citizens), and the inference could be 

done (a) in real time or (b) close to real time. The initial framework described in this paper considers that 

trajectory data can be obtained from the city Internet of Things (IoT) infrastructure and also from 

citizens’ personal devices, such as smart phones, upon consent. Such a framework would, therefore, 

infer some form of human behavior and map such behaviour in time and space to potential PoIs which 

can then be deployed on a Smart City dashboard, or on Smart City user applications. To reach such a 

level of inference, it is necessary to design a framework that can assist a continuous PoI detection, by 

comparing different ML approaches, and this aspect is currently a major gap in the literature. This work 

contributes to overcoming such a gap by providing the following contributions: 

1. Provides the initial functional design of a novel framework for continuous detection of PoIs based on 

smart and anonymised trajectory data collected from personal devices and IoT Smart City 

infrastructure. 

2. Addresses the issue of outlier detection and provides a validation of outlier detection based on two 

ML algorithms, density-based spatial clustering of applications with noise (DBSCAN) and local 

outlier factor (LOF). 

The first reason for selecting these two specific algorithms, DBSCAN and LOF, lies in the fact that 

related literature states that these two algorithms are within the ones most relevant in the identification of 

outliers as shall be debated in Section 2. Some authors, such as Osmar et al., prefer LOF [5]. Other 

authors, such as Allhussein et al., prefer DBSCAN to analyze outliers [6]. While both algorithms exhibit 

interesting properties, there is no study comparing both of them in terms of capability to support outlier 

detection, assuming a framework that relies on trajectory data captured by IoT and personal devices. A 

second reason for considering these two specific algorithms lies in the simplicity of both algorithms, a 

key aspect to consider in a continuous PoI detection framework, which is further addressed in Section 3. 

The remainder of this paper is organized as follows. Section 2 provides a description of related literature 
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and of our contributions in comparison to prior work. Section 3 defines our proposal for continuous PoI 

detection, and its functional blocks, debating PoI detection and inference aspects and introducing also 

challenges with outlier detection. Section 4. 

 

2. Existing work: 

Over the past decade, there has been an increase in the usage of mobile crowd sensing (MCS) for urban 

planning in Smart Cities [7]. Yang et al. analyzed mobile phone traces to identify particular points of 

interest (POIs), including home and work [2]. The authors demonstrate that mobile trajectories may 

accurately identify user interests at a fine-grained level. However, detecting outliers is not a central 

theme in this study. 

Butron-Revilla et al. [8] use mobile phone data to identify movement patterns and points of interest. 

Viswanathan et al. use situational awareness to categorize points of interest (PoIs) as stopovers, special 

interest areas, or occasional stops (9).  

Another approach to PoI detection relies on detecting outliers. Authors handle the topic of outliers 

differently, based on their techniques and use cases. Prioritize LOF when comparing global and local 

outlier detectors (source: [5]). Their paper focuses on data streams used in big data, analyzing both 

parametric and non-parametric methodologies and proposing a novel way for using LOF in data streams. 

This study supports the applicability of LOF to data streams and offers a reliable approach for its 

application. However, the research did not compare LOF to other algorithms like DBSCAN. 

Several writers, including Markou and Singh [11], Goldstein et al. [12], Patcha et al. [13], and 

Alimohammadi et al. [14], have published surveys and reviews on outlier identification approaches, 

including analytical comparisons of their characteristics. Outlier detection solutions commonly used in 

this area include LOF and DBSCAN. 

Zhipeng and Dechang offer DBTOD, a complicated approach that uses Hausdorff distance in metric 

spaces to identify outlying sub-trajectories (16). We focus on identifying outliers in sub-trajectories, 

rather than eradicating them. 

Youcef and Djenouri used group trajectory outlier detection (GTOD) and closed DBSCAN k-nearest 

(CDkNN-GTOD) algorithms [17] to identify outlier groups in a dataset. Goodge et al. presented Lunar, a 

graph neural network technique for outlier identification. They identified LOF and DBSCAN as 

significant approaches because to their simplicity and efficacy [18]. This concept is intriguing and will 

be explored more in future studies. 

 

3. A Framework for Continuous PoI Detection in Smart Cities.  

3.1. Smart Cities and Urban Sensing: Background 

Data collection from cyber-physical systems (CPS) embedded in IoT infrastructures and mobile personal 

devices, such as smart phones, is crucial for developing Smart Cities or Smart Communities. MCS Smart 

City apps leverage IoT infrastructures and personal CPS to enhance people-centric services. MCS is 

used in various Smart City services, including infrastructure monitoring (e.g., energy consumption), 

social behavior awareness [19,20], traffic pattern improvement [21], and detecting points of interest 

based on user behavior and preferences [22]. 

The focus is on identifying sites of interest (POIs) based on user movement behavior in a city, rather 

than making suggestions based on pre-established criteria. For this reason, the next parts begin by 
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outlining the suggested design and then introduce the notion of PoI in the context of our work. Then, 

discuss how to find points of interest and outliers. 

 

3.2. Proposed Framework Functional Blocks 

The stated step sequence is not arbitrary; nevertheless, some functional blocks may be arranged in a 

different order. Outliers, for example, might be computed before or after the identification of stop points 

(SPs), which are probable locations of interest in a trajectory. We selected to execute a previous 

identification of SPs based on visit duration (the amount of time a user spends motionless in a spot), 

distance traveled, and speed between SPs. 

The system analyzes trajectory data to extract metrics such as speed, distance between measurements, 

and visit duration to help detect PoIs more precisely. Additional information may be inferred, such as the 

method of transportation considered by the user, which may help discover similarities in different 

trajectories and hence aid in the detection of PoIs. The following functional block (B) detects outliers 

and uses the remaining data to estimate SPs. While outlier identification may be conducted after 

calculating SPs, we believe that it should be addressed first. To prevent erroneous conclusions, 

undesired values (outliers) must be deleted before to the SP inference. 

Still, in the context of SP inference, there is the need to validate next the obtained SPs, by removing SPs 

that may occur sporadically, for instance. For instance, it is feasible to consider the number of times that 

the detected SPs are visited, and then cross-reference each SP across different individual trajectories. 

PoIs can then be obtained after validating the number of different trajectories sharing a common SP, and 

comparing the average visit time against individual visit times of that SP. Then, a final list of PoIs will 

be created. However, this process is continuous, and when repeated for new data sources and respective 

trajectories, the PoIs already found are automatically removed during the SP Detection in order to 

discover new PoIs. The next section provides further detail concerning PoI detection. 

 
Figure 1. Functional blocks of a framework for continuous detection of PoIs in a Smart City, 

assuming data obtained in close to real time from MCS applications. 
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3.3. Interdisciplinary PoI Definition and Detection Aspects 

The definition of PoI [4] in the context of our work relates to MCS and integrates user social behavior. 

Our PoI concept goes beyond the usual spatial data (e.g., GPS coordinates), and follows the line of work 

that considers PoIs to be a product of space, time, and some measure of influence/attraction [24]. For 

instance, Chan et al. defined a framework for personalized tour recommendations based on user interests 

and network visit duration [25]. Their work assumes that there are already pre-established PoIs 

(municipality data), and the recommendation engine provides a recommendation based on such a PoI set 

only. However, the overlapping of different individual trajectories can also assist in detecting PoIs which 

are based on user preferences. From an individual (one user perspective) a PoI is related to the social 

attractiveness of a user to a specific event or activity, which is defined by different attributes, geo-

location being one such attribute. The social attractiveness level varies with time and space and increases 

with a larger visit to a specific location. For instance, a person can, in his/her daily routine, stop at a 

specific location due to having met an acquaintance, or even for curiosity and not necessarily due to an 

activity or event. This would be a transient SP and should not result in a PoI. 

The detection of new PoIs is, therefore, derived from cluster similarity obtained when considering 

multiple individual trajectories. For this purpose, our work currently considers two different definitions 

to detect PoIs. 

Definition 1: A PoI is defined by its edge between’s, which refers to the number of trajectories crossing 

a certain point or radius. Similarity analysis can identify a point of interest within a specified time and 

space range.  

Definition 2: A PoI is the grouping of individual trajectories based on their spatial overlap. In this case, a 

PoI is identified when clusters are densely packed.  Other criteria like as speed, visit time, and temporal 

granularity have an influence on both definitions. 

 

3.4. Outlier Detection Features  

As mentioned in Section 1, an outlier is a point that exceeds the boundaries of a well-defined population. 

Detecting outliers is the first step in our suggested system to prevent erroneous data aggregation. 

Outliers might be caused by sensor failures, faulty equipment or software, or data movement from user 

devices to the cloud. Individual changes in residents' mobility behavior may potentially contribute to 

these incidents. 

 

3.5. Privacy and Security Considerations 

MCS demands, first and foremost, the user's permission. Then, MCS relies on acquired data (for 

example, accesses to wireless networks), which may be piggybacked, compromising privacy. Obtaining 

answers regarding people' behavior may require identifying personal data from users or smartphones, 

thus compromising privacy. While MCS do not always gather personal data, the General Data Protection 

Regulation (GDPR) enacted in the European Union requires users to give their consent before using 

MCS apps. 

A continuous PoI detection mechanism, however, does not require any personal information. In reality, 

trajectories detected by a Smart City IoT infrastructure or mobile phones. 
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4. ML for Outlier Detection 

Outlier detection in the context of the framework explained in Section 3.2 is the first functional block to 

realise the overall framework. If outliers are not removed, then the resulting PoIs will be inconsistent. 

Such inconsistency may relate to poor data collection, for instance. Another use of outlier detection is to 

discover abnormal patterns. We intend to exclude all points and/or trajectory segments that impair 

trajectory detection. ML is, therefore, relevant to be considered in this context. The choice of specific 

ML 

algorithms requires an approach that best serves the requirements of the specific solution. ML 

algorithms relevant to outlier detection can be categorised as follows [30]: 

1. Nearest neighbour-based. Based on the comparison of the distances between various points and 

their nearest neighbours [31]. 

2. Density-based [32]. Based on the measurement of the higher or lower density of points in a given 

region, which has resulted in a new definition of local outliers, with the same principle. Here we 

consider both LOF and DBSCAN as representative algorithms of this category. 

3. Distance-based [33]. Defined by measuring the distances from a given point O to other points, 

resulting in points in its neighborhood and outliers. Examples are k-nearest neighbours (kNN), k-

means (k-MEANS) clustering, and learning vector quantisation (LVQ). 

 
Figure 2. LOF principles: k-distance of an object p from a point 0 and k-distance neighbourhood 

of p, Nk, and range distance (rdist) (p). 

 

5. Performance Analysis and Evaluation 

This section describes the performance evaluation developed to detect outliers. We have carried out 

experiments with DBSCAN and LOF for the same datasets. 

 

5.1. Methodology 

With regard to the methodology used, it can be described as follows: 

1. Selection and analysis of different datasets. Specific PoI databases are still sparse, in particular 

considering the parameters proposed for the PoI definition, e.g., speed, visit time, time granularity 

and geo-location 

2. Dataset cleanup and validation. Selected datasets have been transformed into new datasets also 

integrating time travelled across sequential waypoints of a trajectory; distance travelled; speed; day 

of the week; user id (obfuscated); means of transport. 
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3. Selection of ML algorithms. The algorithms proposed in this work, DBSCAN and LOF, were 

applied to detect outliers with the help of Python programming language, proceeding where 

necessary to any adjustments of parameters or possible tuning of the algorithms. 

4. Performance evaluation. The accuracy of the algorithms used was measured, verifying their 

validity and applicability throughout the study, and verifying which factors were preponderant for 

the analysis. 

 

5.2. Performance Evaluation Parameters 

We have evaluated the capability of DBSCAN and LOF in detecting outliers based on the classification 

parameters precision and recall. We have also analysed the overall model accuracy. Accuracy provides 

a measure of the overall performance of the algorithm. It corresponds to all true classifications (true 

positives, true negatives) over all classified values (positive and negative). By definition, precision 

corresponds to the number of items correctly labelled as true positives, divided by the total number of 

elements belonging to the positive class. Precision, defined in Equation (11), provides a measure of how 

well an algorithm can detect only outliers. Precision is provided as a percentage of the number of 

outliers in the dataset. The precision is as close to one as the false positives are close to zero. 

 

5.3. Outlier Detection with DBSCAN 

In the context of this work, DBSCAN is applied to different individual trajectories. This is not a trivial 

task, as the two parameters eps and MinPts require calibration for each individual trajectory. On our 

proposed framework for continuous detection of PoIs, this implies that the inference engine will have to 

use a large range of MinPts and eps, as exemplified in Table 1, that is, with the DBSCAN algorithm, a 

range of eps parameter values has been tested, and for each, a range of MinPts values has also been 

tested. For instance, assuming an EPS of 7, then a MinPts value of 2 or of 3 has the same result, it assists 

in detecting 35 outliers. This approach involves human assistance in the sense that the modification 

necessitates a study of the visual outcome. This suggests that an excessive amount of work will be 

performed on each trajectory, which is incompatible with a continuous detection engine. Our technique 

is based on detecting the knee point, which is roughly defined as the point of greatest curvature in a 

system as well as the ideal value in terms of eps. This strategy, as seen in Kaggle 

(https://www.kaggle.com/kevinarvai/knee-elbow-point-detection, seen on August 12, 2022), is better 

suited for a continuous engine handling various trajectories (dataflows). After optimizing the eps value 

for a certain MinPts, we performed the computation using DBSCAN. 

 

 
Figure 3. Illustration of detected outliers in the GEO and PTM datasets with DBSCAN. Outliers 

are highlighted in red. 
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5.4. LOF and DBSCAN Comparison 

5.4.1. GEO Dataset Results 

A global perspective on the performance (precision, recall, accuracy) of LOF, when applied to the GEO 

dataset, is provided in Figure 7, while the same performance perspective for DBSCAN is provided in 

Figure 8. For each chart, the X-axis represents the number of individual trajectories available. LOF 

(refer to Figure 7) reaches a stable precision across all trajectories, while the accuracy varies still within 

a good level. The recall (how well outliers are detected) results show, however, that LOF exhibits some 

difficulty in detecting outliers. 

DBSCAN (refer to Figure 8) results in more variability in terms of the three evaluation dimensions 

(precision, accuracy, and recall). Therefore, LOF is the algorithm that performs best in terms of outlier 

detection for the GEO dataset. 

 

5.4.2. PTM Dataset Results 

For the smaller dataset, PTM, LOF results are shown in Figure 9 and DBSCAN results are provided in 

Figure 10. LOF exhibits a good level of accuracy again, but precision and recall are lower. DBSCAN 

(refer to Figure 10) has a significantly lower precision, recall, and accuracy. 

 

5.5. Discussion of Results 

Table 3 provides the achieved accuracy for LOF and GEO. Overall, LOF provided the best results in 

terms of outlier detection. The reason for this is related to the fact that LOF gives more importance to 

local outlier detection than other methods such as DBSCAN. 

 

Table 3. Average accuracy of DBSCAN and LOF for the datasets GEO and PTM. 

ML Approach   GEO   PTM 

DBSCAN    0.78   0.20 

PTM                 0.88    0.78 

 

Moreover, LOF is easier to parameterize because it varies by only one parameter (MinPts) and the 

variability of this factor can be tested more easily. LOF also shows better accuracy on dense datasets 

(GEO). DBSCAN is more difficult to parameterize due to the fact that one has to articulate two 

parameters, eps and MinPts, even if a refinement approach, such as kNN (as we have considered) is 

applied. DBSCAN exhibited better performance on the sparser dataset (PTM), but overall, lower 

performance in terms of outlier detection. In the same way, we can compare the performance of 

DBSCAN in the different datasets, highlighting the fact that the PTM dataset is very small and, in 

addition, each trajectory is much smaller and covers a much smaller distance than that revealed by the 

GEO Dataset. However, as mentioned, LOF behaves very well in both datasets, showing an accuracy 

above 80%. While DBSCAN exhibits a more variable behaviour, as accuracy significantly lowers when 

DBSCAN is applied to a sparse dataset such as PTM. 

 

6. Summary  

This paper presents an innovative framework for the continuous detection of PoIs based on mobile 

phone trajectories, and analyses ML-based algorithms, specifically, DBSCAN and LOF, to be applied 

for the continuous detection of outliers. The detection of outliers corresponds to one of the relevant 
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functional blocks in the proposed PoI detection framework. To the best of our knowledge and as 

corroborated in Section 2, where we have analysed related work, the framework for continuous detection 

of PoIs is novel and presents the basis for a much-desired aspect in urban planning in Smart Cities. This 

is the possibility to improve services via existing data, via a consented, non-intrusive, and pervasive 

data-collecting approach. In addition to the architectural design of such a framework, the paper focuses 

on the detection of outliers. After checking different algorithms as explained in Section 4, DBSCAN and 

LOF have been selected as they are representative algorithms for both density-based outlier detection 

and distance-based outlier detection. 

The aim was to understand which algorithm could best suit a continuous PoI detection framework in the 

context of outlier detection (one of the proposed blocks). 
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