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Abstract 

In today’s era deaths due to heart disease has become a major issue approximately one person dies per 

minute due to heart disease. This is considering both male and female category and this ratio may vary 

according to the region also this ratio is considered for the people of age group 25-69. This does not 

indicate that the people with other age group will not be affected by heart diseases. This problem may start 

in early age group also and predict the cause and disease is a major challenge nowadays. Here in this 

paper, we have discussed various algorithms and tools used for prediction of heart diseases. 
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1. Introduction 

The contents of this paper mainly focus on various data mining practices that are valuable in heart disease 

forecast with the assistance of dissimilar data mining tools that are accessible. If the heart doesn’t function 

properly, this will distress the other parts of the human body such as brain, kidney etc. Heart disease is a 

kind of disease which effects the functioning of the heart. In today’s era heart disease is the primary reason 

for deaths. WHO-World Health Organization has anticipated that 12 million people die every year because 

of heart diseases. Some heart diseases are cardiovascular, heart attack, coronary and knock. Knock is a 

sort of heart disease that occurs due to strengthening, blocking or lessening of blood vessels which drive 

through the brain or it can also be initiated by high blood pressure. The major challenge that the Healthcare 

industry faces now-a-days is superiority of facility. 

 Diagnosing the disease correctly & providing effective treatment to patients will define the quality of 

service. Poor diagnosis causes disastrous consequences that are not accepted. Records or data of medical 

history is very large, but these are from many dissimilar foundations. The interpretations that are done by 

physicians are essential components of these data. The data in real world might be noisy, incomplete and 

inconsistent, so data preprocessing will be required in directive to fill the omitted values in the database. 

Even if cardiovascular diseases are found as the important source of death in world in ancient years, these 

have been announced as the most avoidable and manageable diseases. The whole and accurate 

management of a disease rest on on the well-timed judgment of that disease. A correct and methodical 

tool for recognizing high-risk patients and mining data for timely analysis of heart infection looks a serious 
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want. Different person body can show different symptoms of heart disease which may vary accordingly. 

Though, they frequently include back pain, jaw pain, neck pain, stomach disorders, and tininess of breath, 

chest pain, arms and shoulders pains.  

There are a variety of different heart diseases which includes heart failure and stroke and coronary artery 

disease. Even though heart disease is acknowledged as the supreme chronic sort of disease in the world, 

it can be most avoidable one also at the same time. A healthy way of life (main prevention) and timely 

analysis (inferior prevention) are the two major origins of heart disease director. Conducting steady check-

ups (inferior prevention) Shows outstanding role in the judgment and early prevention of heart disease 

difficulties. Several tests comprising of angiography, chest X-rays, echocardiography and exercise 

tolerance test support to this significant issue. Nevertheless, these tests are expensive and involve 

availability of accurate medical equipment. Heart experts create a good and huge record of patient’s 

database and store them. It also delivers a great prospect for mining a valued knowledge from such sort of 

datasets. There is huge research going on to determine heart disease risk factors in different patients, 

different researchers are using various statistical approaches and numerous programs of data mining 

approaches. Statistical analysis has acknowledged the count of risk factors for heart diseases counting 

smoking, age, blood pressure, diabetes, total cholesterol, and hypertension, heart disease training in 

family, obesity and lack of exercise. For prevention and healthcare of patients who are about to have 

addicted of heart disease it is very important to have awareness of heart diseases. Researchers make use 

of several data mining techniques that are accessible to help the specialists or physicians identify the heart 

disease. Commonly used procedures used are decision tree, k-nearest and Naïve Bayes. Other different 

classification-based techniques used are bagging algorithm, Logistic Regression, SVM (Support Vector 

Machine).   

 

2. Literature Survey 

In recent years, the healthcare industry has seen a significant advancement in the field of data mining and 

machine learning. These techniques have been widely adopted and have demonstrated efficacy in various 

healthcare applications, particularly in the field of medical cardiology. The rapid accumulation of medical 

data has presented researchers with an unprecedented opportunity to develop and test new algorithms in 

this field. Heart disease remains a leading cause of mortality in developing nations [12,13,14,15,16], and 

identifying risk factors and early signs of the disease has become an important area of research. The 

utilization of data mining and machine learning techniques in this field can potentially aid in the early 

detection and prevention of heart disease. 

The purpose of the study described by Narain et al. (2016) [17] is to create an innovative machine-learning-

based cardiovascular disease (CVD) prediction system in order to increase the precision of the widely 

used Framingham risk score (FRS). With the help of data from 689 individuals who had symptoms of 

CVD and a validation dataset from the Framingham research, the proposed system—which uses a quantum 

neural network to learn and recognize patterns of CVD—was experimentally validated and compared with 

the FRS. The suggested system’s accuracy in forecasting CVD risk was determined to be 98.57%, which 

is much greater than the FRS’s accuracy of 19.22% and other existing techniques. According to the study’s 

findings, the suggested approach could be a useful tool for doctors in forecasting CVD risk, assisting in 

the creation of better treatment plans, and facilitating early diagnosis. 

In a study conducted by Shah et al. (2020) [18], the authors aimed to develop a model for predicting 

cardiovascular disease using machine learning techniques. The data used for this purpose were obtained 
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from the Cleveland heart disease dataset, which consisted of 303 instances and 17 attributes, and were 

sourced from the UCI machine learning repository. The authors employed a variety of supervised 

classification methods, including naive Bayes, decision tree, random forest, and k-nearest neighbor 

(KKN). The results of the study indicated that the KKN model exhibited the highest level of accuracy, at 

90.8%. The study highlights the potential utility of machine learning techniques in predicting 

cardiovascular disease, and emphasizes the importance of selecting appropriate models and techniques to 

achieve optimal results. 

 

3. Proposed System 

 
 

Fig 1: Dataflow model for machine Learning Model 

 

 
Fig 2: Architecture of Proposed Model 

 

 

In this section of the report, you will load in the data, check for cleanliness, and then trim and clean your 

dataset for analysis. Make sure that you document your steps carefully and justify your cleaning decisions. 

Training the Dataset: 

• The first line imports iris data set which is already predefined in sklearn module. Iris data set is basi-

cally a table which contains information about various varieties of iris flowers. 

• For example, to import any algorithm and train_test_split class from sklearn and numpy module for 

use in this program. 

• Then we encapsulate load_ data() method in data_ dataset variable. Further we divide the dataset into 

training data and test data using train_ test_ split method. The X prefix in variable denotes the feature 

values and y prefix denotes target values. 

• This method divides dataset into training and test data randomly in ratio of 67:33. Then we encapsulate 

any algorithm. 

https://www.ijfmr.com/
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• In the next line, we fit our training data into this algorithm so that computer can get trained using this 

data. Now the training part is complete.  

 

 

Fig 3: Workflow Diagram 

 

4. Model Selection 

This is the most exciting phase in Applying Machine Learning to any Dataset. It is also known as Algorithm 

selection for Predicting the best results. Usually Data Scientists use different kinds of Machine Learning 

algorithms to the large data sets. But, at high level all those different algorithms can be classified in two 

groups: supervised learning and unsupervised learning. Supervised learning: Supervised learning is a type 

of system in which both input and desired output data are provided. Input and output data are labelled for 

classification to provide a learning basis for future data processing. Supervised learning problems can be 

further grouped into Regression and Classification problems. 

A regression problem is when the output variable is a real or continuous value, such as “salary” or 

“weight”. A classification problem is when the output variable is a category like filtering emails “spam” 

or “not spam”  

Unsupervised Learning: Unsupervised learning is the algorithm using information that is neither classified 

nor labeled and allowing the algorithm to act on that information without guidance. In our dataset we have 

the outcome variable or Dependent variable i.e Y having only two set of values, either M (Malign) or 

B(Benign). So we will use Classification algorithm of supervised learning. 

Modules: 

• Data validation and pre-processing technique (Module-01) 

• Exploration data analysis of visualization and training a model by given attributes (Module-02) 

• Performance measurements of logistic regression and decision tree algorithms (Module-03) 

• Performance measurements of Support vector classifier and Random forest (Module-04) 

• Performance measurements of KNN and Naive Bayes (Module-05) 

• GUI based prediction of heart disease (Module-06). 
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5. Sequence Diagram 

 

Fig 4: Sequence Diagram 

 

UML sequence diagrams model the flow of logic within your system in a visual manner, enabling you 

both to document and validate your logic, and are commonly used for both analysis and design purposes. 

Sequence diagrams are the most popular UML artifact for dynamic modeling, which focuses on 

identifying the behavior within your system. Other dynamic modeling techniques include activity 

diagramming, Sequence diagrams, along with class diagrams and physical data models are in my opinion 

the most important design-level models for modern business application development. disease prediction. 

As maximum types of dataset will be covered under this system, doctor may get to know about the disease 

exactly using ML algorithms, it helps the doctor in decision making weather patient has heart disease or 

not.  

 

Use Case Diagram: 

 

Fig 5: Use Case Diagram 

Use case diagrams are considered for high level requirement analysis of a system. So, when the require-

ments of a system are analysed the functionalities are captured in use cases. So, we can say that uses 

cases are nothing but the system functionalities written in an organized manner. Now the second things 

which are relevant to the use cases are the actors. Actors can be defined as something that interacts with 

the system. The actors can be human user, some internal applications or may be some external applica-

tions. Functionalities to be represented as a use case, Actors and Relationships among the use cases and 

actors and the name of a use case is very important.  
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6. Conclusion 

The analytical process started from data cleaning and processing, missing value, exploratory analysis and 

finally model building and evaluation. Finally, we predict the heart disease using machine learning 

algorithm with different results. This brings some of the following insights about heart disease prediction. 

As maximum types of dataset will be covered under this system, doctor may get to know about the disease 

exactly using ML algorithms, it helps the doctor in decision making weather patient has heart disease or 

not.  

 

7. Outputs 

 
 Fig 6: Output of Random Forest Algorithm   

 

 
Fig 7: Output of Heart Disease Attack percentage 

 

Fig 8: Output of Constrictive Pericarditis 
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Fig 9: Final Output 
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