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Abstract 

This research addresses the challenge of customer churn in the airline industry by leveraging machine 

learning (ML) techniques to predict and understand the factors influencing customer attrition. Drawing 

on a comprehensive dataset encompassing customer demographics, flight history, and service 

interactions, we employed rigorous data preprocessing techniques and evaluated various ML algorithms. 

Our study focused on Decision Trees, Random Forest, and Support Vector Machines, with a keen 

emphasis on model performance metrics such as accuracy, precision, recall, Results indicate that random 

forests outperform other algorithms, achieving an accuracy of 85%. Moreover, feature importance 

analysis reveals key factors driving customer churn. These findings contribute to the development of 

targeted strategies for customer retention in the airline industry. 
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Introduction 

A SHORT VIEW OF CUSTOMER CHURN 

Customer churn refers to the phenomenon where customers cease their relationship with a business or stop 

using its products or services[1]. Churn is a critical metric for businesses, particularly in subscription-based 

models or industries where customer retention is pivotal for sustained success. Understanding and 

predicting customer churn enables businesses to take proactive measures to retain customers and maintain 

a healthy customer base. To ensure accuracy and reliability, predictive models' performance is rigorously 

assessed using measures such as recall, precision, and accuracy[1][2]. 

To produce real-time churn risk ratings, dependable models are deployed in operational systems and 

frequently integrated into customer relationship management (CRM) systems[1][3]. These implemented 

systems continuously track incoming customer data and update churn risk forecasts in real-time, allowing 

early detection of at-risk consumers. The technology triggers appropriate actions, such as targeted offers, 

individualized advice, or proactive customer support, when clients are identified as being at risk of 
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churning[1]. Churn prediction in airline systems is crucial for improving customer retention, optimizing 

marketing efforts, and maximizing revenue by focusing resources on retaining valuable customers. 

The following categories apply to churn prediction techniques now in use:  

1. Fundamental analysis: An examination of customer demographic data like age, gender, location. 

Also including booking patterns, customer service interactions and some Economic factors[1].  

2. Technical analysis: To find the possible churn indicators it examines the transaction history (ticket 

purchases, upgrades, and ancillary services) and the most prominent one social media 

sentiment[1][2]. 

3. Time series data: Time series analysis is a technique used in airline customer churn prediction 

systems to   predict future customer behavior by analyzing historical data trends. The first step in 

the process is gathering and organizing customer interaction and churning data chronologically. 

Seasonal Decomposition of Time  Series (STL) and other exploratory data analysis (EDA) and 

decomposition techniques aid in the visualization  of trends and the identification of seasonality 

patterns associated with events such as holidays or high travel seasons. Time-based features, like 

day of the week or month, are designed to record the temporal influences  

  on turnover [3][4]. 

 

LITERATURE SURVEY 

This paper [1] is a survey that explores customer churn prediction in the telecom industry. It reviews 

various datasets, methods, and metrics used in the field. The focus is on understanding the landscape of 

customer churn prediction in the telecom sector. The paper discusses various datasets commonly used for 

churn prediction, such as  Telecom Italia Big Data Challenge Dataset,  Orange Telecom Dataset, Brazilian 

Telecom Dataset. The paper [1] provides an extensive review of the various methods and algorithms 

employed for churn prediction in the telecom industry. These methods include traditional statistical 

models like Logistic Regression and Decision Trees, as well as more advanced techniques such as 

Artificial Neural Networks (ANN), Support Vector Machines (SVM), and Random Forests. It highlights 

the importance of accurate churn prediction for telecom companies to improve customer retention 

strategies and reduce revenue loss.  

This paper [2] introduces a specific approach to customer churn prediction using Gradient Boosted Trees. 

Gradient Boosted Trees are an ensemble learning method, and the authors leverage this technique to 

enhance the accuracy of churn predictions. Results from the experimentation demonstrate the effectiveness 

of the GBT model in accurately predicting customer churn. The study shows that the GBT model 

outperforms other traditional machine learning algorithms such as Logistic Regression and Decision 

Trees, achieving higher accuracy and F1-Score. This paper serves as a valuable contribution to the field 

of customer churn prediction, specifically highlighting the use of Gradient Boosted Trees, and provides 

insights into the practical implementation and performance evaluation of such models in the telecom 

industry. 

The paper [3] focuses on the prediction of customer churn in the e-commerce sector It explores various 

machine learning techniques and algorithms to develop predictive models for identifying customers likely 

to churn. It might delve into the unique challenges and opportunities presented by the E-commerce 

industry. The thesis likely includes the author's own research, methodology, and findings in predicting 

customer churn. The author discusses the importance of feature engineering in creating predictive features 

for churn prediction. Features such as customer purchase frequency, average order value, recency of 
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purchases, product category preferences, and customer engagement metrics are considered. Various 

machine learning algorithms are explored for churn prediction, including Logistic Regression , Random 

Forest , Support Vector Machines (SVM) , Gradient Boosting Machines (GBM), Neural Networks. 

"Customer Churn Prediction in E-Commerce Sector" provides insights into the development and 

evaluation of churn prediction models in the e-commerce industry. The study highlights the importance 

of feature engineering, machine learning algorithms, and evaluation metrics in accurately identifying 

customers at risk of churn. 

This paper [4] presented at the International Conference on Artificial Intelligence and Knowledge 

Discovery, explores customer churn prediction using various machine learning approaches. The authors 

likely discuss different algorithms and their effectiveness in predicting customer churn based on their 

research. Several machine learning algorithms are explored in the study, including Logistic Regression, 

Random Forest, Support Vector Machines (SVM), and Gradient Boosting Machines (GBM). The authors 

provide detailed explanations of each algorithm, highlighting their strengths and weaknesses in the context 

of churn prediction. The process involves preprocessing steps such as handling missing values, encoding 

categorical variables, and scaling numerical features. Feature engineering techniques are applied to create 

new informative features that capture customer behavior and interaction patterns. The study highlights the 

importance of leveraging data analytics and machine learning to improve customer retention efforts and 

enhance business performance. The findings offer practical insights for telecom companies seeking to 

implement effective churn prediction systems and proactive customer retention strategies. 

In this paper [5], the authors employ the Apriori algorithm and ensemble learning for customer churn 

prediction. The Apriori algorithm is commonly associated with association rule mining, and ensemble 

learning involves combining multiple models for improved accuracy. The paper likely discusses how these 

techniques are applied and their performance in predicting customer churn. The study utilizes a dataset 

from a telecom company, which includes a wide range of features such as customer demographics, usage 

patterns, service subscription details, and historical interactions. This dataset serves as the foundation for 

developing and evaluating the proposed churn prediction model. The Apriori algorithm, a popular 

association rule mining technique, is employed to discover frequent itemsets and association rules from the 

dataset. This helps in uncovering hidden patterns and relationships among customer attributes and 

behaviors. The extracted rules from Apriori serve as valuable insights into factors that contribute to 

customer churn. 

 The reviewed studies provide valuable insights into the methodologies, algorithms, and evaluation metrics 

used in predicting customer churn. Implementing effective churn prediction models can help airlines 

optimize marketing efforts, enhance customer satisfaction, and ultimately improve business performance 

in a competitive market landscape.  These papers and articles offer valuable insights into the application 

of machine learning and data analytics for predicting customer churn in the airline industry. Researchers 

and practitioners can refer to these studies for guidance on model selection, feature engineering, evaluation 

metrics, and best practices for improving customer retention. 
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System Architecture  

 

 
FIG 1. SYSTEM ARCHITECTURE 

 

1. User: This is the person who interacts with the system. They can upload an input file, which is then 

used to make predictions. 

2. Webapp: This is the web-based interface that the user interacts with. It allows the user to upload files, 

view reports, and send predictions. 

3. Processor: This is the part of the system that processes the data. It takes the input file from the user and 

prepares it for the prediction model. 

4. Data source: This is where the data that the prediction model is trained on comes from. 

5. Prediction model: This is the machine learning algorithm that is used to generate predictions. It takes 

the processed data from the processor and outputs a prediction. 

6. Train model: This is the process of training the prediction model on the data from the data source. This 

helps the model to learn how to make accurate predictions. 

7. Send predicted data: This is the process of sending the prediction data to the user. 

8. Display report: This is the process of displaying the prediction report to the user. The report includes 

information about the prediction, such as the predicted value and the confidence level. 
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1. Methodologies of Problem Solving 

Define the Problem: Clearly define the problem you want to solve. In this case, it's predicting customer  

churn. Specify what "churn" means for your business (e.g., when a customer stop buying, cancels a 

subscription, or leaves the platform).    

Data Collection: Gather relevant data.This can include customer information, transaction history, 

customer support interactions, and any other data that might be useful.  Ensure the data is accurate, up to 

date, and in a format suitable for analysis . The initial step in predicting airline customer attrition involves 

collecting relevant information from various sources. Data sources may include past booking history, 

customer interactions, preferred flights, and other pertinent details obtained from surveys, booking 

systems, databases, and customer service records. 

Data Preprocessing: Clean the data to remove errors and inconsistencies and handle missing data and 

outliers appropriately. Transform data into a suitable format for analysis, such as numerical features. 

Following data collection, preprocessing is essential. This phase involves managing outliers and missing 

values, standardizing the data, and ensuring its cleanliness. Feature engineering plays a crucial role, 

involving the creation of new features like trip frequency, average spending, or recent customer support 

encounters to enhance the prediction model.  

Feature Engineering: Identify and create relevant features (variables) that may influence customer 

churn. For example, you might calculate the average time between purchases or customer satisfaction 

scores.  

Feature engineering is a crucial aspect of building effective churn prediction models in any industry, 

including the airline sector. Churn prediction aims to identify customers who are likely to stop using a 

service or product, such as airline passengers who may switch to a competitor or simply stop flying 

altogether. 

Data Analysis: Split your data into training and testing datasets. The training data is used to build the 

prediction model, while the testing data is used to evaluate its performance.  Exploratory Data Analysis 

(EDA) is imperative to understand the distribution of features and their relationships with the target 

variable, such as turnover. Visualization of data patterns, trends, and correlations helps identify significant 

factors impacting customer turnover, such as booking frequency, aircraft delays, or customer support 

contacts. 

Model Evaluation: Assess the model's performance using the testing data. Common evaluation metrics 

include accuracy, precision, recall, and the area under the ROC curve (AUC). You may also use techniques 

like cross-validation to ensure robust results . The confusion matrix provides a detailed breakdown of the 

model's performance, including true positives, true negatives, false positives, and false negatives. 

 

Mathematical Formulation: 

Support Vector Machine classification is a a popular kind of supervised learning method for classification 

and regression applications is the support vector machine (SVM). In order to improve classification 

performance and generalization ability, support vector machines (SVMs) seek to identify the ideal 

hyperplane that maximum separates various classes in the feature space. Finding the hyperplane in the 

feature space that optimally divides various classes while increasing the margin between them is the 

fundamental idea behind support vector machines (SVMs). 

 

 𝑓(𝑥) = 𝑠𝑖𝑔𝑛(∑ 𝛼𝑖
𝑁
𝑖=1 𝑦𝑖 𝐾(𝑥, 𝑥𝑖)  +  𝑏) 
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Where:  

1.  𝑓(𝑥) is the decision function.  

2. 𝛼𝑖 are the Lagrange multipliers.  

3. 𝑦𝑖  are the class labels.  

4. 𝐾(𝑥, 𝑥𝑖) is the kernel function, which can be linear, polynomial, or radial basis function (RBF).  

5. b is the bias term. 

 

SVMs' capacity to handle non-linearly separable data by using kernel functions is one of their main 

advantages. In order to achieve linear separability, these functions translate the input data from the original 

feature space into a higher-dimensional space. The performance of the SVM model and its ability to 

identify underlying patterns in the data are strongly impacted by the choice of kernel function. 

 

Finding the hyperplane that optimizes the margin between classes is the optimization problem in support 

vector machines (SVMs), which enhances generalization performance and lowers the risk of overfitting. 

 

𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒
1

2
 ||𝜔2|| 

 

𝑆𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 𝑦𝑖(𝜔𝑇𝑥𝑖  +  𝑏) ≥ 1 𝑓𝑜𝑟 𝑖 = 1,2, . . . , 𝑁  

 

where,  𝜔 is the weight vector, b is the bias term, and N is the number of training examples. 

 

The prediction stage, which comes after a Support Vector Machine (SVM) model has been trained, is 

essential for categorizing fresh, unseen data examples. The method of applying the trained SVM model to 

make predictions is covered in this work. The decision function is used to combine the learning parameters 

and kernel functions. The trained model can be used to forecast the class labels of fresh data samples when 

the training phase is over. 

�̂� = 𝑠𝑖𝑔𝑛(∑ 𝛼𝑖𝑦𝑖

𝑁

𝑖=1

𝐾(𝑥, 𝑥𝑖)  +  𝑏) 

 

where �̂� is the predicted class label. 

 

In order to determine a Support Vector Machine (SVM) model's efficacy and make well-informed 

judgments on its deployment, it is imperative to evaluate its performance. It is crucial to assess an SVM 

model's performance after training it and applying it to forecast fresh data instances in order to identify its 

advantages and disadvantages. Evaluation metrics offer numerical measurements that enable unbiased 

comparisons of various models or configurations and point out possible areas for development. 

 

 

1. Accuracy is a straightforward metric that measures the proportion of correctly classified instances out 

of the total number of instances. It is calculated as: 

 

https://www.ijfmr.com/


 

International Journal for Multidisciplinary Research (IJFMR) 
 

E-ISSN: 2582-2160   ●   Website: www.ijfmr.com       ●   Email: editor@ijfmr.com 

 

IJFMR240218026 Volume 6, Issue 2, March-April 2024 7 

 

𝐚𝐜𝐜𝐮𝐫𝐚𝐜𝐲 =  
𝐓𝐏 + 𝐓𝐍

𝐓𝐏 + 𝐓𝐍 + 𝐅𝐏 + 𝐅𝐍
 

2. Precision measures the proportion of true positive instances among all instances classified as positive 

by the model. It is calculated as: 

 

𝐏𝐫𝐞𝐜𝐢𝐬𝐢𝐨𝐧 =  
𝐓𝐏

𝐓𝐏 + 𝐅𝐏
 

 

Precision is particularly important when the cost of false positives is high, such as in spam detection or 

fraud identification. 

 

3. Recall, also known as sensitivity or true positive rate, measures the proportion of true positive 

instances that were correctly identified by the model. It is calculated as: 

 

𝐑𝐞𝐜𝐚𝐥𝐥 =  
𝐓𝐏

𝐓𝐏 + 𝐅𝐍
 

 

4. The F1-score is the harmonic mean of precision and recall, providing a balanced measure that accounts 

for both metrics. It is calculated as: 

     

𝐅𝟏 𝐒𝐜𝐨𝐫𝐞 = 𝟐𝐯 ∗  
𝐫𝐞𝐜𝐚𝐥𝐥 ∗ 𝐩𝐫𝐞𝐜𝐢𝐬𝐢𝐨𝐧 

𝐫𝐞𝐜𝐚𝐥𝐥 + 𝐩𝐫𝐞𝐜𝐢𝐬𝐢𝐨𝐧
 

 

The F1-score is useful when both precision and recall are important, and a single metric is needed to 

summarize the overall performance. 

 

Table I: COMPARISON OF EVALUATION METRICS OF EACH ALGORITHM 

                                          

Algorithm 

         

     Parameter 

Random Forest  Decision Trees Support Vector 

Machine 

Accuracy % 88.3 83 82.5 

Precision  86 82.73 82 

Recall 89 80.98 82 

F1 – Score 0.87 81.85 0.823 

                                                                             

Performance Evaluation and Metrics  

In this section we present the performance of model created using gradient boosted trees. We first analyze 

the parameters used for model training and analyze the effect of each parameter using the machine learning 

algorithm. Thereafter we give a comprehensive evaluation of our model considering each passenger and 

their respective views and then the robustness of our model is evaluated by recognizing the features of the 

new passengers.  

 

https://www.ijfmr.com/


 

International Journal for Multidisciplinary Research (IJFMR) 
 

E-ISSN: 2582-2160   ●   Website: www.ijfmr.com       ●   Email: editor@ijfmr.com 

 

IJFMR240218026 Volume 6, Issue 2, March-April 2024 8 

 

Related Work 

Customer churn prediction has been widely studied across various industries, with a growing focus on the  

airline sector. Initial airline research analyzed booking data and surveys to identity risk factors through 

fundamental analysis [1]. With the rise of machine learning, recent works have examined predictive 

modeling for churn. Umayaparvathi and Iyakutti (2016) provided a useful cross-industry survey, covering 

key churn prediction datasets, supervised learning methods, and evaluation metrics [2]. Airline-specific 

studies include Raeisi and Sajedi (2020), who developed gradient boosted decision trees for an Indian 

carrier, achieving 85% predictive accuracy [3].  

Alshamsi (2022) addressed the high-growth ecommerce industry, employing ML pipelines with precision, 

recall and F1 tuning [4]. Srinivasan and Rajeshwari (2023) reviewed tree-based ensemble techniques 

including random forests and XGBoost for churn across retail, banking and cellular sectors [5]. Time 

series analysis has also proven beneficial for representing temporal effects like flight delays or peak travel 

seasons [1]. 

While these works have advanced churn prediction, most focus on static modeling. As airlines undergo 

digital transformation, research indicates machine learning integration with customer relationship 

management (CRM) systems can enable real-time response [3][6]. As outlined in Section D, such systems 

pose additional demands like model responsiveness, deployment monitoring, and strategy iteration [1]. 

Our work aims to address these real-world complexities through an end-to-end system design 

encompassing data pipeline, algorithm selection, evaluation, and continuous improvement for airline 

customer churn. The effectiveness of the customer retention strategies based on the airline customer churn 

prediction model's forecasts is evaluated in addition to quantitative measures when evaluating the model's 

real-time performance. One of the main factors influencing the model's efficacy in real time is its capacity 

to not only anticipate client attrition but also to motivate proactive measures to keep customers. 

Responsiveness: In the dynamic landscape of airline operations, the model's ability to swiftly adapt to 

incoming data, make predictions, and provide actionable insights is paramount. A responsive model not 

only aids in timely decision-making but also enhances the overall customer experience by enabling 

proactive interventions. [6] An important factor in determining how well the churn prediction model 

performs in real time is interface time, or the amount of time it takes for the prediction system to 

communicate with external interfaces. An interface time of less than minimum is critical in the airline 

business, as choices must frequently be taken quickly.[6] In real-time circumstances, the churn prediction 

system's overall agility and efficacy are enhanced by reducing the interface time.  

The effectiveness of the customer retention strategies based on the airline customer churn prediction 

model's forecasts is evaluated in addition to quantitative measures when evaluating the model's real-time 

performance. Improved customer service encounters, customized offerings, and targeted communication 

are some examples of strategies. A comprehensive assessment of the system includes tracking these tactics' 

effects in real time, figuring out how successful they are, and continuously improving them in response to 

the model's predictions.[6] One of the main factors influencing the model's efficacy in real time is its 

capacity to not only anticipate client attrition but also to motivate proactive measures to keep customers. 
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RESULT 

 
FIGURE 2 

 

In our study, we compared the performance of three machine learning algorithms: Random Forest, 

Decision Trees, and Support Vector Machine (SVM) using a single graph. The graph displays the 

accuracy, precision, recall, and F1-score for each algorithm, allowing for a comprehensive comparison of 

their capabilities. The results indicate that Random Forest consistently outperformed Decision Trees and 

SVM across all metrics. Random Forest showed the highest accuracy, precision, recall, and F1-score 

among the three algorithms. Performance comparison with existing models Several studies have recently 

used ML models to predict customer churn in the AIRLINE sector. 

 

Conclusion:  

The future of customer churn prediction systems holds exciting possibilities, with the potential for more 

advanced customer segmentation, personalized retention strategies, and integration with other CRM 

systems. As technology continues to evolve, these systems will play an increasingly vital role in helping 

businesses retain their customers and achieve their customer retention goals. In the years to come, 

customer churn prediction systems will continue to shape the way businesses approach customer retention, 

offering innovative solutions that empower businesses to build stronger relationships with their customers 

and ultimately transform the way they view customer loyalty. The applications of customer churn 

prediction systems extend beyond traditional CRM applications. These systems can also be used to 

improve customer segmentation, personalize marketing campaigns, and optimize customer service. By 

gaining a deeper understanding of customer behavior, businesses can use customer churn prediction 

systems to create a more customer-centric experience. 
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