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Abstract:  

Clustering techniques are pivotal in the fields of data analysis and pattern recognition, offering significant 

insights by grouping data points with similar characteristics. This study aims to perform a comprehensive 

comparison of three widely used clustering algorithms—K-Means, Hierarchical Clustering, and 

DBSCAN—on a dataset of blood donors. The objective is to determine which algorithm achieves the most 

precise and effective clustering of the data, taking into account factors such as donor location, blood type, 

and donation frequency. The study presents a novel approach by integrating a web-based platform that 

allows blood donors to register online. This platform not only facilitates the real-time updating of the 

dataset but also enhances the overall relevance and applicability of the clustering model by continuously 

incorporating new data entries. By leveraging such a dynamic dataset, the clustering algorithms can adapt 

to evolving patterns and trends, ensuring more accurate and meaningful insights over time.To rigorously 

evaluate the performance of each clustering method, several well-established metrics are employed, 

including the Silhouette Score, which assesses how similar each data point is to its own cluster compared 

to other clusters; the Davies-Bouldin Index, which evaluates the average similarity ratio of each cluster 

with its most similar cluster; and the Calinski-Harabasz Index, which measures the ratio of the sum of 

between-clusters dispersion and of within-cluster dispersion for all clusters. The results of this study 

indicate that the K-Means algorithm consistently outperforms both Hierarchical Clustering and DBSCAN 

in terms of accuracy and the clarity of cluster definitions. The findings underscore the robustness of K-

Means for applications involving blood donor data, where capturing precise donor groupings can have 

substantial implications for healthcare logistics and resource allocation. These insights pave the way for 

further research into the optimization of clustering techniques in dynamic datasets and their practical 

applications in medical and other domains. 

 

1. Introduction: 

Clustering is an essential unsupervised machine learning technique used to identify natural groupings in 

data. This technique is particularly useful in scenarios where there is no predefined label or category, such 

as in healthcare data analysis, customer segmentation, and pattern recognition. In the context of blood 

donation, clustering can help identify groups of donors based on geographic location, blood type, and 

donation frequency, which can significantly enhance the efficiency of blood collection and distribution. 

In this study, we explore three widely used clustering algorithms—K-Means, Hierarchical Clustering, and 

DBSCAN—on a blood donor dataset. The goal is to evaluate which algorithm provides the most accurate 

clustering and can adapt effectively to dynamic changes in the dataset. By using a web-based platform for 
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donor registration, we ensure the dataset remains current, allowing for more responsive and relevant 

clustering outcomes. 

 

2. Literature Review: 

Clustering techniques have been extensively studied across various domains. K-Means is known for its 

simplicity and efficiency in partitioning data into a pre-defined number of clusters. However, it is sensitive 

to the initial placement of centroids and can struggle with clusters of varying densities and non-globular 

shapes. In contrast, Hierarchical Clustering does not require specifying the number of clusters beforehand 

and is capable of revealing the nested structure within data through dendrograms. Yet, it is computationally 

intensive and not well-suited for large datasets. DBSCAN has the advantage of identifying clusters of 

arbitrary shape and handling noise effectively, but its performance can be sensitive to the choice of 

parameters ϵ\epsilonϵ (the neighborhood radius) and minPtsminPtsminPts (minimum number of points in 

a neighborhood). 

Prior research has applied these clustering methods to various datasets, but a direct comparison using 

blood donor data has not been thoroughly explored. This study aims to fill this gap by comparing the 

performance of these algorithms using a robust set of evaluation metrics. 

 

3. Methodology: 

3.1 Dataset Description: 

The blood donor dataset used in this study includes a variety of features: donor names, age, gender, blood 

type, medical conditions, allergies, blood pressure, height, weight, contact details, geographical 

information (latitude and longitude), and donation history, including recency, frequency, and volume of 

donations. This rich dataset provides a comprehensive view of each donor, allowing for meaningful 

clustering based on both geographical and behavioral attributes. 

 

 
Figure 3.1 

 

3.2 Clustering Algorithms: 

3.2.1 K-Means Clustering:  

K-Means is a partition-based clustering algorithm that divides a dataset into KKK clusters, where each 

cluster is represented by the mean of its points, called the centroid. The algorithm iteratively adjusts the 

positions of the centroids to minimize the within-cluster variance (WCSS): 

𝑊𝐶𝑆𝑆 = ∑ ∑ ||𝑥 −  𝜇𝑖||
2

𝑥𝜖𝐶𝑖

𝐾

𝑖=1
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where 𝐶𝑖 represents the i-th cluster, x is a data point, and  𝜇𝑖 is the centroid of cluster 𝐶𝑖. The algorithm 

continues until the centroids no longer change significantly, indicating that the data points have been 

effectively clustered. 

3.2.2 Hierarchical Clustering: 

Hierarchical Clustering builds a multilevel hierarchy of clusters, which can be visualized using a 

dendrogram. It operates in two modes: agglomerative (bottom-up) and divisive (top-down). In this study, 

we focus on agglomerative clustering, which starts with each data point as a single cluster and merges 

them iteratively based on a chosen linkage criterion (e.g., single linkage, complete linkage, average 

linkage). The goal is to minimize the dissimilarity between clusters being merged. 

D(𝐶𝑖, 𝐶𝑗) = 
min

𝑥  ∈  𝐶𝑖

𝑦 ∈ 𝐶𝑖

|| x – y || 

Here, d(𝐶𝑖 , 𝐶𝑗) represents the distance between clusters 𝐶𝑖 and  𝐶𝑗 . The choice of linkage method 

significantly impacts the clustering results. 

3.2.3 DBSCAN (Density-Based Spatial Clustering of Applications with Noise): 

DBSCAN is a density-based clustering algorithm that groups together points that are closely packed 

together, marking points that lie alone in low-density regions as outliers. It requires two parameters: ϵ (the 

maximum radius of a neighborhood) and minPts (the minimum number of points in an ϵ - neighborhood). 

A point is considered a core point if it has at least minPts neighbors within a radius of ϵ . DBSCAN is 

effective for identifying clusters of arbitrary shapes and handling noise, but choosing optimal parameters 

is crucial for its performance. 

 

4. Evaluation Metrics: 

To assess the performance of the clustering algorithms, we use several well-established metrics: 

 

4.1 Silhouette Score: 

The Silhouette Score evaluates how well a data point fits within its assigned cluster relative to other 

clusters. This metric ranges from -1 to 1, with a higher value signifying that the data point is more 

appropriately clustered and better separated from neighboring clusters. 

 
where a(i) is the average distance between point i and all other points in the same cluster, and b(i) is the 

smallest average distance between point i and points in a different cluster. A higher score indicates that 

data points are well matched to their own clusters and poorly matched to neighboring clusters. 

 

4.2 Davies-Bouldin Index: 

The Davies-Bouldin Index evaluates the average similarity between each cluster and its most similar 

neighboring cluster, aiming to measure how well-separated and distinct the clusters are. A lower index 

suggests better clustering. 

DB =    
1

𝑘
∑ 𝑚𝑎𝑥

𝑗≠𝑖
(

𝜎𝑖+𝜎𝑗

ⅆ(𝑐𝑖,𝑐𝑗)
)

𝑘

𝑙=1
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where 𝜎𝑖  is the average distance between each point in cluster i and the centroid 𝑐𝑖 and d(𝑐𝑖, 𝑐𝑗) is the 

distance between the centroids of clusters i and j. 

 

4.3 Calinski-Harabasz Index:  

The Calinski-Harabasz Index, or the Variance Ratio Criterion, evaluates the ratio of the sum of between-

cluster dispersion and within-cluster dispersion. A higher index indicates better-defined clusters. 

 

CH = 
tr(𝐵𝑘)

tr(𝑊𝑘)
×

𝑛−𝐾

𝐾−1
 

 

where 𝐵𝑘 is the between-cluster scatter matrix, 𝑊𝑘 is the within-cluster scatter matrix, n is the number of 

data points, and K is the number of clusters. 

 

5. Results: 

The clustering algorithms were implemented using Python, and the results were evaluated based on the 

described metrics. 

• K-Means showed the highest performance with a Silhouette Score of 0.3859, a Davies-Bouldin Index 

of 1.039, and a Calinski-Harabasz Index of 330.2689, indicating well-separated and cohesive clusters. 

• Hierarchical Clustering  resulted in a lower Silhouette Score of 0.3169, a higher Davies-Bouldin 

Index of 1.2688, and a Calinski-Harabasz Index of 268.6455, reflecting its sensitivity to outliers and 

cluster shapes. 

• DBSCAN  produced a moderate Silhouette Score of 0.3519 but a relatively high Davies-Bouldin Index 

of 1.5354, suggesting its effectiveness in identifying clusters of arbitrary shapes but difficulty in 

optimizing parameters for this dataset. 

 

 Silhouette Score Davies-Bouldin Index Calinski-Harabasz Index 

K-Means 0.385896 1.038988 330.2689 

Hierarchical 0.316866 1.268789 268.6455 

DBSCAN 0.017607 1.176017 62.41411 

Figure 5.1 

 

6. Discussion: 

The results indicate that K-Means is the most effective algorithm for clustering blood donor data, 

particularly in scenarios where the data is well-separated and follows a roughly spherical distribution. Its 

performance can be attributed to its ability to minimize within-cluster variance, leading to more defined 

clusters. However, its reliance on the initial centroid placement and the need to specify the number of 

clusters K can be limitations in some cases. 

Hierarchical Clustering provides valuable insights into the nested structure of data and is useful for 

understanding relationships at different levels of granularity. However, its computational complexity and 

sensitivity to noise make it less suitable for large, noisy datasets like those involving blood donors. 

DBSCAN is effective for datasets with varying densities and noise, making it a good choice for complex, 

irregular data distributions. However, its sensitivity to parameter selection (ϵ and minPts) can result in 

suboptimal clustering if not carefully tuned. 
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7. Conclusion: 

This study provides a comprehensive comparison of K-Means, Hierarchical Clustering, and DBSCAN for 

clustering blood donor data. The findings suggest that K-Means is the most suitable algorithm for this 

application, offering the most precise and meaningful clustering results. Future work could explore the 

integration of machine learning techniques to automate parameter selection in DBSCAN and investigate 

hybrid clustering approaches that combine the strengths of multiple algorithms. 

By leveraging a web-based platform for real-time donor data updates, this study also highlights the 

importance of maintaining dynamic datasets to enhance the relevance and applicability of clustering 

models. These insights are crucial for optimizing healthcare logistics, improving resource allocation, and 

supporting other domains where effective data clustering is essential. 

 

8. Future Research Directions: 

Future research could explore the development of hybrid models that combine the strengths of different 

clustering algorithms. For example, starting with DBSCAN to identify core clusters and using K-Means 

to refine these clusters could offer a more robust solution. Additionally, employing advanced techniques 

like deep learning-based clustering methods on such datasets could further improve accuracy and 

applicability. Another promising direction is to explore adaptive clustering methods that can dynamically 

adjust parameters and cluster definitions based on real-time data inputs. 
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