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ABSTRACT 

Hand gesture recognition is crucial in human-computer communication. As we can see, a lot more new 

technology advancements are occurring. Smartphones typically employ biometric authentication as one 

of them. Another modern type of human-computer interaction is hand gesture recognition, which enables 

us to operate our computers by shaking our palms in the direction of a webcam. 

Robot control, home automation, human-machine interface (HCI), and other areas have all used gesture 

recognition. It is possible to classify hand motions as a type of nonverbal communication. The interplay 

between the hands of users and computer programs is the paper's main topic. The system engineered 

enables a user to control any computer feature or application by using only single hand gestures. 
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INTRODUCTION 

A mouse is an input device that simplifies pointing with interaction. It includes mechanical and digital 

versions, with the latter replacing the former. The mechanical mouse uses a latex ball for cursor movement, 

while digital mice are now common.  

Optical mice use LED sensors to track pointer movement. Laser-based mice, introduced for better 

precision and overcoming optical mouse limitations, followed. With significant technological 

advancements, wireless mice were developed to enhance accuracy and simplify mouse movement. There 

will always be restrictions because the mouse is a piece of hardware, and there might be problems like 

mouse clicks not functioning correctly and other things, no matter how much the precision of the mouse 

increases. Because the mouse is a hardware device, it too has a lifespan during which it is functional and 

must be replaced after that. Everything becomes virtualized as technology advances, including voice 

recognition. The spoken language is recognised and translated into text using speech recognition 

technology Thus, speech recognition and eye tracking, which uses our eyes to operate the mouse pointer, 

might eventually replace keyboards. The mouse may one day be replaced with eye tracking. 

Gestures can take any shape, such as a hand picture, pixel image, or a human-given stance, as long as it 

doesn't require a lot of processing resources or difficulties to make the devices needed for recognition 

function. The virtual mouse that is the subject of this study is built using Pyautogui and OpenCV. Webcam 

pictures are captured using the computer vision Python module known as OpenCV. A Python package 

called Pyautogui is used to define keyboard and mouse actions. OpenCv techniques are used for different 

gesture detection. 

 

LITERATURE REVIEW 

Recording is done using a regular RGB web camera at 30 frames per second (fps) in the direction of a des- 
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ktop computer with a 19-inch monitor [1]. They changed the camera's capture resolution to 1280 960 and 

downscaled it to 227 227, which is the CNN's input size. Restricting the training database would be the 

primary challenge. A real-world system is unable to hold an ever-growing volume of data.  

 [2] The results of the tests indicate that the proposed method can accurately track hands in real-time at 30 

frames per second. There are still several serious limitations to this study. Consequently, the subsequent 

research endeavor aims to surmount these limitations and optimize the fingertip tracking algorithm. 

Using the Mediapipe library to capture hand motions, Gestop is a novel framework for controlling the 

desktop using hand gestures [3]. The end user might request the addition of new functionalities. Not only 

does their framework provide a fully functional alternative to the mouse, but it's also easy to add more 

unique gestures and actions, enabling users to use gestures for a wider variety of desktop apps. 

[4] provides a model that can identify hand gestures and use that information to forecast the English 

alphabet. CNN is used to extract characteristics and detect hand gestures. It may be used in the future for 

virtual reality concepts, human-machine interface, and other things. Additionally, computers (i.e., those 

without a mouse or keyboard), robots, and automobiles may be controlled using this gesture. 

In [5], deep CNN is employed. Ten males and ten females are among the sources from which the dataset 

was compiled. After receiving an input image, a Deep Convolutional Neural Network prioritizes different 

parts of the image. The accuracy of the created model is 92%. The hand gesture categorization process 

requires 2.44 milliseconds. 

The model developed in this paper not only refers to human controls but also detects colors. Main aim is 

to develop mouse movement without using the system mouse. OpenCV helps to capture the user video in 

1920*1080 resolution and with fps of 40 [6]. The model is made to recognise gestures, and its subsequent 

use depends on the commands that users provide the system and how they want gestures to be recognised. 

The mouse pointer movement will also be recorded and made to function automatically at the same time.  

[7] It comprises three key phases: hand gesture monitoring, finger detection through color identification, 

and cursor execution. A convex hull is created around the detected contour for hand gesture tracking, and 

hand features are obtained from the hull-to-contour size ratio. The study extracts mouse controls like 

pointer control, left click, right click, and scrolling capabilities. 

The system obtains the original picture using a USB camera and OpenCV.Using the Otsu adjustable 

threshold segmentation in the Cr channels of the YCbCr color space, the acquired gesture image's color 

image sequences are segment [8]. Clustering is the foundation of the Otsu approach.The system may 

control the mouse pointer's movement and execute a left-click operation during the control phase by 

analyzing the gesture's motion direction. 

 [9]. The KCF method is used for hand tracking In order to  recognise the hand characteristics of the ROI 

for hand gesture identification, deep CNNs are used. Test data sets recognition rate is 95.61%, and the 

training data sets recognition rate is 99.90%. 

This solution enables remote management of a PowerPoint presentation through the recognition of four 

hand gestures captured by a standard USB 2 PC webcam with a resolution of 160 x 120 pixels [10]. The 

system captures input motion images, processes them, and compares the extracted attributes with a 

database of 100 images for each gesture using K-Nearest Neighbour classification.  

This system provides a simple interface for those with disabilities as well as others. The characteristics of 

a picture are extracted using MATLAB's HOG feature. Version R2016a of MATLAB has a built-in HOG 

feature [11]. The k-nearest neighbour algorithm is used as a classifier to categorize these extracted 

pictures.With an accuracy of 82.71%, the gesture recognition system can identify the gesture and control  
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the appliance. 

Various reference colors are employed for tracking in the color matching-based tracking approach. A frame 

is partitioned into a pattern of squares cells for further analysis after being searched for pixels that match 

the reference colors [12]. After being labeled as active, cells with a high enough density are arranged into 

groups of cells based on proximity. Every time the system loses track of the hand for a long time, it must 

first look for an initialization gesture, which must then be repeated. 

Real-time video input is captured using a webcam; the picture frames are retrieved, and then every image 

is processed. Each element of the mxn matrix with a specified resolution and a 1x3 matrix of red, green, 

and blue channels per element serves as the representation of a single frame [13].Prior to separating the 

blue and red components from the video, it is horizontally inverted. Subtraction involves initially 

converting a rotated image into grayscale, and then subtracting it from the separate red and blue band 

images. Centroid detection is done after the binary image has been created. By Using hand movements we 

can click left and right in our screen. [14] A single camera is used for video input and the frame resolution 

is set to 360 x 240 pixels. A color is selected from the camera frame that is used as the tracker for mouse 

movement. Color thresholding, centroid detection is done on the image. 

This strategy makes advantage of Deep CNN. Several sources, including 10 men and 10 women, 

contributed to the dataset [15]. Assigning weights to various features of the input picture using a 

convolutional neural network with deep layers. The testing procedure begins with the identification of an 

image pixel in the movie, after which individual frames are selected for image processing. For the purpose 

of aiding error correction, the frame is transformed to gray scale in MATLAB. The accuracy of the created 

model is 92%. Hand movements are categorized in roughly 2.44 milliseconds. 

Through a USB connection, the microcontroller sends the computer the processed, computed distance data 

that the sensors have supplied [16]. The computer's processing software categorizes the computed motions 

based on their mathematical representation and filters and analyses the distance data. 

This research introduces a convolution neural network-based improved automated model for hand gesture 

identification (CNN) [17] The proposed approach detects the hand shape using both the depth and color 

from the sensor, ensuring its robustness in congested settings. The two main model are hand detection and 

gesture recognition.  

Image capture, manual the process of segmentation feature extraction, and categorization are the four steps 

of our method. Skin detection is used to identify skin areas from background pixels while taking a picture 

with the camera. Hand boundaries are added to a new image [18]. The hand gesture is described by 

extracting hand form elements. As a gesture classifier, an artificial neural network has also been used. For 

training, 120 gesture photos were employed. The average categorization rate that was attained was 95%.  

The identification of hand movements is employed to frame the suggested solution since it has the 

advantage of being used naturally and does not call for an intermediary medium. According to this study, 

an DCNN, can rapidly detect hand gestures and categorize them while still keeping even the non-hand 

area [19]. For people who are visually challenged and/or have hand problems, the advised objective is to 

employ various hand movements using an integrated camera with deep learning. 

Researchers were able to develop a reliable gesture detection system without the usage of any markers, 

making it more accessible and affordable. They sought to create gestures in this gesture recognition system 

that would cover nearly all facets of human-computer interaction, including system functionality, 

application launch, and opening of some well-known websites [20] 
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RESEARCH METHODOLOGY 

Block Diagram 

 

• MediaPipe 

Mediapipe, an open source, multi-platform framework for building a system to analyze perceptual data 

across multiple formats, including audio and video, has been made available by Google. Numerous 

solutions are incorporated into MediaPipe, such as facial recognition and posture estimation. A single 

picture captured by a camera with a monocular lens can also yield 21 3D positions in X, Y, and Z. The 

surrounding box's height and width are used to normalize the X and Y coordinates of the produced output 

3D coordinates. Using the wrist location as the origin, the Z coordinate, which represents the depth 

information, has a value that decreases with increasing distance from the camera and increases with 

increasing distance from the camera. 

Hand Landmark 

The hand landmarks model employs regression, or direct position prediction, to offer precise point 

placement of 21 3D palm-knuckle positions in the observed hand regions. One picture captured by a 

monocular camera may yield and be used to obtain 21 3D positions in X, Y, and Z. The enclosing box's 

width and height are used to normalize the output 3D coordinates' X and Y axes.The depth information is 

represented by a Z coordinate whose origin is the finger position.The Z coordinate's value changes 

depending on how near something is to the camera and how far away it is.  

 
Fig.2. 21 Hand Landmark Points 

 tan(Θ) = ( m2 – m2 ) / ( 1-m1 m2)           (1) 

where m1 is a horizontal line ie. 0 and m2 is the downward line drawn by Landmark 0 and Landmark 9 

 i.e., . tan(α) =  m2  = abs( y9 – y0 / x9 – x0)     (2) 
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Since m1 = 0, therefore 

 tan(Θ) α  m2                             (3) 

Since tan is a horizontal function, the angle will be directly proportional to the slope m2: 

Θ α m2               

• Hand Classification  

The recognition of left hand, right hand, major hand, minor hand, and dominant hand is based on the 

output of the MediaPipe hand tracking module and the classification information obtained from it. The 

classification labels for each detected hand is obtained from the classification information provided by the 

MediaPipe module. If the label for a hand is 'Right', it is considered as the right hand. Otherwise, it is 

considered as the left hand. Dominant hand is used to select the major and minor hand used by the system. 

If the right hand is the dominant hand, then the major hand will be set as the right hand and the minor hand 

will be set as the left hand and vice versa. 

• Image Preprocessing 

The image frames are read from an input video stream. As gestures need to be recognised, the images are 

flipped vertically around the horizontal axis to generate the mirror image corresponding to the input image. 

The images are changes from BlueGreenRed to RedGreenBlue. BGR (Blue-Green-Red) is the default 

color space for representing pictures in OpenCV, but RGB (Red-Green-Blue) is more often used in many 

other libraries and applications.Therefore, it's customary to convert the BGR pictures to RGB when using 

OpenCV and wanting to communicate with other libraries or display images in a typical RGB format.The 

images are converted to ‘read only’ mode until they are inserted into the results array for further gesture 

detection of the image to prevent accidental modifications. 

 

BLAZEPALM 

BlazePalm is a neural network-based algorithm used in Mediapipe for hand recognition and tracking. It is 

designed to accurately and efficiently detect hand regions in real time video or image data. It utilizes a 

lightweight CNN model to identify and track hand regions in real-time. BlazePalm is particularly useful 

for applications that require hand gesture recognition, hand tracking, or interaction with virtual objects 

using hand movements. 

 
 

GESTURE CONTROL 

Euclidean Distance: Signed and unsigned Euclidean distance is calculated between two points. Signed 

Euclidean Distance: Compares the y-coordinates of the two landmarks specified by the indices in point[0] 

and point[1] in the hand result object. If the y-coordinate of the first landmark is less than the y-coordinate 

of the second landmark, the sign is changed to 1. 

 

             𝑑 ( 𝑥 , 𝑦 ) =          𝑖 =∑𝑛
 1 (𝑥𝑖 − 𝑦𝑖 )^2                         (5) 

 

The Signed Euclidean distance between two landmark points in the hand is calculated considering the sign 

based on the comparison of their y-coordinates. The signed distance can be useful for various hand gesture 
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recognition or hand motion analysis algorithms that rely on the relative positions of the landmarks. The 

system assigns different fingers based on the calculated ratios of distances between landmarks representing 

finger tips, middle knuckles, and base knuckles. Each inner list contains three elements representing the 

indices of landmarks corresponding to the fingertip, middle knuckle, and base knuckle. Binary 

representations of finger states are stored which defines whether a finger is in active state or inactive state. 

Further the distances are calculated accordingly and ratio between these are obtained for recognising 

gestures. 

 

RESULT 

The aforementioned technique provides an outline of the next evolution of human-computer interaction, 

including how to handle a system without putting the user in direct contact with it.It can be used without 

wireless technology.The system is evaluated with hand gesture recognition and fingertip detection in a 

variety of light and dark environments with varying distance from the camera for tracking the hand  and 

fingertip detection. 

 

Table1. Gestures and Actions 

Gesture Used Action Performed 

Whole Palm Hand Detection 

V shaped fingers Move Mouse 

Mid finger Left Click 

Index Finger Right Click 

Palm and Fist Drag and Drop 

Two Fingers Crossed Double click 

Left Pinch Horizontally  Scroll 

 

 
Fig.4. Palm Detection right hand (Hand Landmarks) 
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Fig.5. Cursor movement using Right hand V-gesture 

 

 
Fig.6. Right click using right hands index finger gesture 

 

 
Fig.7. Left Click using right hands middle finger gesture 

 

 
Fig.8. left hand pinch for scroll function 
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Fig.9. Right hand cross finger for double click 

 

 
Fig.10. Palm and Fist for Drag and Drop 

 

CONCLUSION 

The evolution of human-computer interaction has accelerated over time. Future development of this 

gesture movement detection system has a lot of potential since the usage of gesture recognition in 

conjunction with controlling the mouse will make people's lives simpler and more intelligent. Employing 

hand gestures to operate a computer offers a viable and natural method to work with technology. It makes 

it unnecessary to use physical input devices like mouse or keyboards, enabling more realistic and 

immersive experiences. 

The use of hand gestures to operate computers has the potential to revolutionize human-computer 

interaction and open the door to a more seamless and interactive computing experience with additional 

study and development. Hand landmarks and Euclidean distances are used during the whole process. 

Despite actually touching any hardware, it enables the user to manage every aspect of mouse operation, 

including movement, clicks, and drag and drop. To operate the mouse, it exclusively makes use of the 

system's built-in camera. Python, OpenCV, Mediapipe, and PyAutoGui utilities are all used in the 

program.To make it easier to illustrate how the system works, all motions appear on the screen of the 

camera with the relevant indication.          
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