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Abstract: 

This study focuses on effectively adding a layer of abstraction while searching for generic medicines or 

supplements from prescriptions. We leverage the use of AI which demonstrates effective extraction of all 

the necessary medicinal information from the intricate prescriptions that most users find hard to read or 

correlate. By utilizing an Optical Character Recognition (OCR) model we solve this problem. The model 

is designed to be able to extract all the text information provided in the prescription first and apply some 

parameters that can filter personal information. It also filters harmful or severe medication materials if 

mentioned; and warns the user. To provide relevant information about the medications or drugs, the system 

relies on a trusted API endpoint to display precautions, dosage, sources and other important parameters to 

better assist users regarding their prescription. This reduces the effort of manually trying to understand 

details behind a medicine and searching countless sites to look for exactly what the user wants. We 

developed an automated pipeline using OCR and Large Language Models (LLM). The primary goal of 

this system is to identify the medicines prescribed to a patient accurately, reducing manual data entry and 

enhancing the efficiency of medical records processing in healthcare settings.
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1. INTRODUCTION 

Automation has the potential to significantly impact a number of industries, including healthcare, 

particularly in the areas of managing prescription drug access and management. Medical prescriptions in 

the modern healthcare setting sometimes contain complex information that patients, especially the elderly, 

may find challenging to understand. Intricate prescriptions often don't provide much information about 

the medicines being prescribed, they highly rely on the fact that the user is most likely to get assistance 

from a pharmacist while buying medicines from prescription. But it may happen that users cannot get an 

assistant and need to figure out the prescription  themselves for general medicines. To provide this 

autonomy to patients we try to implement an Optical Character Recognition (OCR) model to address this 

issue.   

Here, we present an automated approach that uses the high-performance OCR framework PaddleOCR to 

extract text from printed medical prescriptions [6]. After extracting the text, we use Gemini to remove any 

personal information and flags potentially dangerous drugs, alerting users to seek medical attention if 

needed. The OpenFDA[6] API, a public database that offers comprehensive information about 
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medications, including dosages, possible adverse effects, and precautions, is also connected with the 

system.  

By this technique users significantly enhance their ability to gather information about medicines.  It 

reduces the amount of human effort required to decipher printed prescriptions and provides users with 

reliable, timely, and accurate information about their medicines. Through the integration of OpenFDA, 

the system offers extensive insights, reducing the possibility of misuse or misunderstanding on the part of 

the user. 

 

2. IMPLEMENTATION OF AN OCR MODEL 

A. General view of OCR 

OCR is a technique used to recognize the textual data in non textual file types like images and videos [1]. 

OCR is generally used to recognize handwritten text, printed text, and text in the wild. With the help of 

OCR we can easily recognize the prescription data and process it in milliseconds  [1]. 

In the context of this study, OCR's role becomes pivotal when dealing with prescriptions. Most of the 

medical prescriptions contain a mix of printed and handwritten information, both of which are critical for 

the accurate interpretation of medications. The OCR model not only needs to be fast, but it also needs to 

be highly precise in contexts where even minor mistakes could lead to serious health risks. 

 
Fig. 1. General workflow diagram of OCR 

B. Paddle OCR 

PaddleOCR is an open-source OCR tool developed by Baidu's PaddlePaddle deep learning framework [4]. 

It is designed in a way to recognize and extract text from digital media. OCR supports multiple languages 

like English, Chinese, Korean, Japanese, and many more [4]. This makes it the best suited tool to scan and 

extract information independent of language. 

For this particular use case, we need a system that can be made easily accessible throughout multiple 

communication devices. PaddleOCR solves this issue through its support for multiple deployment 
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platforms like Python, C++, and Java, and can be deployed on mobile, server, or cloud environments. 

Since we are targeting to extract only the pharmaceutical text data from input, we can do so using 

PaddleOCR’s Customizable and Extensible feature where we can fine-tune PaddleOCR models on our 

own datasets and customize the OCR pipeline according to the needs. 

C. Text Extraction Using PaddleOCR 

The first step in the pipeline involves extracting text from an image of the medical prescription. For this, 

we utilized PaddleOCR. Before passing the image to PaddleOCR, we apply image preprocessing 

techniques to enhance text recognition accuracy. These include converting the image to grayscale, noise 

reduction, contrast enhancement, and in some cases, deskewing the image to correct for any distortions in 

the document [5]. These preprocessing steps ensure that the OCR system accurately captures the text, even 

in low-quality images or those with handwritten content. After preprocessing, PaddleOCR generates both 

the textual content and bounding box information to localize the text within the image, which can be useful 

for advanced processing. 

For example, we have preprocessed a royalty free prescription image available on the internet. Next we 

pass it through Paddle OCR and get the extracted text data. 

 

 

 
Fig. 2. Example prescription output from PaddleOCR 

 

3. PREPROCESSING ON EXTRACTED TEXT 

Once the text is extracted, we move to the preprocessing stage, which plays a crucial role in refining the 

raw output from the OCR. Medical prescriptions often contain noisy or irrelevant information, such as 

doctor's instructions, dosage information, dates, and patient names, which are not pertinent to the task of 

medicine extraction. 

To handle this, the extracted text undergoes several preprocessing steps: 
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a. Noise Removal 

The goal is to clean the text output from the OCR model by eliminating irrelevant characters, symbols, 

and artifacts that may have been mistakenly recognized due to the quality of the image or errors inherent 

in the recognition process.  

TABLE I.   

Type of noise Reasons for Occurrence Specimens 
Techniques of 

removal 

Character-level 

Noise 

i) Misrecognition of special 

symbols.  

ii) Incorrect characters that 

don't belong to the actual text 

‘@’ or ‘#’ Regular Expressions 

Formatting Artifacts 
Line breaks, spaces, and 

indentation. 

‘\n’ escape character 

or new breaking 

space 

Text Normalization 

Non-essential Text 

i) Irrelevant information like 

dates.  

ii) Patient details.  

iii) Doctor's instructions 

‘30-05-2023’ or 

‘Mr/Ms’ or 

‘prescription 

context’ 

NLP, Contextual 

Information 

Fig. 3. Refer [1] Noise category  table 

b. Regular Expression-Based Filtering 

Regular expressions are a common approach to filtering out unwanted characters and patterns from the 

OCR output. For example, by defining patterns to recognize only alphanumeric characters (letters and 

numbers) or certain medical terms, we can filter out special symbols or irrelevant sections. This method 

is flexible and allows customization to remove specific types of noise (e.g., remove hashtags or irrelevant 

punctuation marks) [7]. 

 
Fig. 4. Regular Expression to remove special characters 

c. Text Segmentation 

 The extracted text is further segmented based on common patterns found in medical prescriptions, which 

allows us to distinguish between different sections such as the diagnosis, medication list, dosage 

instructions, and general notes. This can be particularly useful for identifying sections of text that OCR 

might otherwise misclassify [7]. 

 

4. MEDICINE NAME EXTRACTION USING LARGE LANGUAGE MODELS (LLMS) 

After preprocessing, the cleaned text is passed into a Large Language Model (LLM) for further analysis. 

The LLM used in our pipeline is fine-tuned specifically for medical text and is trained to recognize and 

extract medicine names from the processed text. LLMs, such as GPT and Llama, are particularly powerful 

in this context because of their ability to understand context and semantics, allowing them to differentiate 

between drug names and other information that might be presented in the prescription, such as treatment 

instructions or patient information. 

 

# Remove special characters 

clean_text = re.sub(r'[^a-zA-Z0-
9\s]', '', raw_text) 
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Several enhancements are made to ensure accurate medicine identification: 

a. Domain-Specific Fine-Tuning 

The LLM is fine-tuned using a domain-specific corpus that includes medical terminology, prescription 

formats, and common drug names. This enhances the model’s ability to recognize medicines, even in the 

presence of noise or minor OCR errors. One significant advantage of domain-specific fine-tuning is that 

the LLM becomes more resilient to noise or minor OCR errors, such as slight misrecognitions in 

handwriting or printed text. In healthcare, where prescriptions often contain handwritten components, the 

FILM's ability to interpret text with partial errors or irregularities is crucial. By understanding context 

more effectively, the fine-tuned model can still correctly identify drug names even if the surrounding text 

is unclear or distorted [12]. This allows for high accuracy in recognizing medicines and reduces the 

number of false positives in the identification process. 

b. Named Entity Recognition (NER) 

An NER module is integrated into the LLM pipeline to identify specific entities such as drug names. This 

ensures that only relevant entities—medications—are extracted while ignoring other named entities such 

as doctor names or places [12]. Drug names are just one of many types of named entities that could be 

mentioned. However, not all of this information is necessary when the goal is to identify medications for 

further processing. The NER model works by categorizing the text into specific classes, such as 

medication, dosage, doctor, and patient information [12]. It uses predefined medical taxonomies and 

dictionaries, as well as context learned from the domain-specific corpus, to efficiently separate 

medications from other entities. 

This filtering mechanism enhances accuracy, ensuring that the system doesn’t confuse medications with 

other entities [13]. For example, if a prescription mentions “Dr. Smith” and “Tylenol,” the NER model 

will recognize “Dr. Smith” as a person and “Tylenol” as a medication, preventing any misclassification. 

The precision of NER is critical in preventing the model from making incorrect predictions and ensures 

that the focus remains on the relevant parts of the prescription. 

c. Drug Synonym Handling and Correction 

The LLM is also equipped with a mechanism for handling drug synonyms and common misspellings. This 

ensures that variants of the same drug (e.g., “Tylenol” and “Acetaminophen”) are correctly recognized 

and standardized [13]. Additionally, spell-checking mechanisms correct OCR-induced errors in drug 

names, which is particularly important for handwritten prescriptions. This mechanism relies on a 

comprehensive database of drug synonyms and common misspellings [10]. When a drug name is 

identified, the LLM compares it to this database to determine if it is a variant of a known medication. For 

example, if “Acetaminofen” is recognized in the prescription due to an OCR-induced misspelling, the 

system can map this to the correct drug name “Acetaminophen.” Similarly, brand-to-generic name 

mappings are handled, ensuring that both “Tylenol” and “Acetaminophen” are recognized as the same 

substance [10]. 

By standardizing drug names, the LLM ensures consistency in the output and reduces ambiguity for end 

users. This feature is particularly useful when patients might not be familiar with the generic names of 

drugs listed in their prescriptions. Additionally, the correction mechanism improves the reliability of the 

system by automatically fixing minor spelling errors that could have been introduced by OCR inaccuracies 

[8]. 
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5. POST-PROCESSING AND VALIDATION 

Once the LLM extracts potential medicine names from the text, we apply a post-processing phase to 

validate and refine the results: 

a. Cross-Validation with Drug Databases  

Just fetching the medicines metadata isn’t much helpful to the users. To provide a better and purposeful 

service we check the availability of the medicines in an inventory. The extracted medicine names are 

cross-referenced with authoritative drug databases such as RxNorm or DrugBank [10]. This ensures that 

the identified drugs are valid and correctly spelled. If any discrepancies are found (e.g., unrecognized drug 

names), the system either flags them for manual review or attempts to correct them based on database 

lookups. Furthermore if a user intends to place an order for the medicines they can place an order for them. 

The cross-validation also makes sure that the medicines are available for delivery. 

b. Handling Abbreviations and Dosages 

For cases such as abbreviated drug names or combined dosage instructions (e.g., "Paracetamol 500mg"), 

the post-processing step can separate the drug name from the dosage instructions, This allows the system 

to extract only the relevant medication names [3]. For more complex dosage instructions such as 

‘Paracetamol 500mg TID’ or ‘Ibuprofen 400mg q6h PRN’. Thus, the model should be able to separate 

that  In addition to separating the drug name from the dosage. The post-processing system recognizes 

typical medical abbreviations associated with dosing frequency, such as TID, BID, and PRN [3]. This 

preserves the entire context of the drug's intended dosage for the system, which may be crucial for users 

who require thorough medication information. 

 

6. MODEL EVALUATION AND ACCURACY ASSESSMENT 

To assess the performance of the proposed system, we conducted experiments using a test dataset of 

prescription images collected from real-world healthcare environments. Several evaluation metrics were 

used, including precision, recall, and F1-score, to measure the accuracy of medicine name extraction [11]. 

Additionally, the system was tested for robustness in handling handwritten prescriptions, varying image 

qualities, and multi-language prescriptions, as these are common challenges in real-world healthcare 

scenarios. 

 

7. POST EXTRACTION INFORMATION GATHERING 

After extraction of text data(especially drug names) we pass this to openFDA API, these names are sent 

as query parameters to openFDA’s Drug API endpoints. Endpoints like /drug/label, /drug/event, and 

/drug/enforcement are provided by OpenFDA. The /drug/label endpoint is generally used to access generic 

data about a medication, such as its uses, adverse effects, and active ingredients [6]. 

 
Fig. 5. Structure of query to OpenFDA 

Here, the extracted drug name (such as "Paracetamol" or "Ibuprofen") replaces the placeholder drug_name 

in the query. The OpenFDA API then attempts to find a precise match for the medication in its database. 

If the drug name is identified in its records, OpenFDA retrieves detailed metadata related to that drug. If 

no match is found, the API returns an empty response, signaling that the drug is either unlisted or the query 

may need adjustment (e.g., trying the generic name instead of the brand name) [6]. 

The /drug/label endpoint is one of the most commonly used in the pipeline because it provides extensive  

 https://api.fda.gov/drug/label.json?s

earch=brand_name:drug_name 
 

https://www.ijfmr.com/


 

International Journal for Multidisciplinary Research (IJFMR) 
 

E-ISSN: 2582-2160   ●   Website: www.ijfmr.com       ●   Email: editor@ijfmr.com 

 

IJFMR240630545 Volume 6, Issue 6, November-December 2024 7 

 

general information about medications [6]. This endpoint returns data related to: 

1. Purpose and Indications: The primary uses of the drug, including what conditions it is meant to treat. 

2. Dosage and Administration: Recommended dosages and instructions for administering the 

medication, including specific details for different age groups or conditions. 

3. Warnings and Precautions: Important safety information, such as potential risks, interactions with 

other drugs, and contraindications. 

4. Side Effects: Known adverse reactions or side effects that have been reported during clinical trials or 

post-market surveillance. 

5. Active Ingredients: A list of the active components in the drug, which is useful for comparing 

different formulations or generic versions. 

6. Manufacturer Information:  Details about the drug's manufacturer, including the company name and 

contact details. 

 

8. PROPOSED METHODOLOGY 

Optical Character Recognition (OCR) Model Implementation is done using PaddleOCR Setup. We 

implement the PaddleOCR framework for efficient text extraction from printed prescription images. Text 

Extraction Process uses PaddleOCR to convert images to machine-readable text. Structure the extracted 

text into fields for each prescription component (medicine name, dosage, instructions). Error handling and 

correction algorithms are implemented to handle OCR misinterpretations or ambiguities, refining text 

recognition accuracy. 

We ensure data filtering and sanitization through NLP methods (e.g., entity recognition) to identify and 

redact any personal identifiers, maintaining patient privacy. Medication safety check is done using a rule-

based or model-based filtering system to flag dangerous or restricted drugs within the extracted data. Raise 

alerts for potentially harmful medications. 

We Connect with OpenFDA to fetch detailed information on identified medications, including dosage, 

side effects, and precautions. Matched and extracted medicine names from OpenFDA records are 

considered as relevant metadata with information such as warnings and recommended usage to the user.  

Text processing pipeline is automated with a workflow that integrates each stage—from OCR to data 

filtering and enrichment. Measure OCR accuracy, filtering precision, and API matching reliability using 

metrics like F1-score and recall. 

 

 
Flowchart of proposed methodology to implement OCR for fetching medicines metadata 
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RESULTS 

a. OCR results using paddle OCR 

The text extraction pipeline used in this study heavily relied on PaddleOCR, an open-source optical 

character recognition framework. We tested PaddleOCR’s performance on a dataset of 100 medical 

prescription images, collected from both printed and handwritten sources, containing varying quality and 

complexity. The key performance metrics of the OCR system include: 

Accuracy  

PaddleOCR was able to successfully extract text from printed prescriptions with a high accuracy rate of 

around 95%. Handwritten prescriptions, however, posed more challenges, with accuracy dropping to 

approximately 85%. This discrepancy stems from the inherent difficulty of recognizing freehand styles 

and irregular fonts. 

Processing Speed 

For each prescription, the OCR model took an average of 120 milliseconds to process the image and return 

the extracted text. This is a critical performance factor for real-time applications where users need fast 

responses. 

Multi-language Support  

Given the multilingual nature of the healthcare system, particularly in countries like India, we tested the 

system's ability to extract text in both English and local languages. PaddleOCR's support for multiple 

languages proved effective, maintaining an accuracy rate of 92% for non-English prescriptions. 

Preprocessing played an important role in boosting these results. We applied several image processing 

techniques like noise reduction, binarization, and skew correction. These steps helped improve OCR 

accuracy by reducing irrelevant artifacts that might otherwise interfere with text recognition. 

B. OpenFDA Endpoint results 

For the example purpose, we’ve tried to run a query on the OpenFDA endpoint. We run the search for the 

paracetamol drug and get a JSON output with different informational parameters about the drug. Out of 

which we only display the necessary key points. The results are shown in fig. 6. 

 

 
OpenFDA endpoint results 

 

CONCLUSION 

The integration of PaddleOCR, LLM-based character recognition system, and OpenFDA API endpoints  
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demonstrated the viability of automating pharmaceutical data extraction from medical prescriptions. This 

approach not only simplifies the process for end-users but also ensures reliable and accurate results, 

enhancing the overall healthcare experience. Further improvements could involve enhancing OCR 

accuracy for handwritten prescriptions and expanding the system's language support for non-English 

medical terms. This effectively bridges the gap between understanding the intricate medical prescription 

and provides an easily understandable explanation and metadata fetch from the OpenFDA API endpoints. 

This solution offers a better user experience, effective method of interpreting prescription data and helping 

e-commerce businesses to provide their service to larger audiences. An abstract model of ‘add to cart’ 

feature can be implemented upon this solution to add all the medications directly from prescription instead 

of letting users search and try or fail to understand medical terms. This solution also lowers medication 

errors and enhances patient safety. This technology is extremely beneficial not just for patients but also 

for healthcare practitioners, who can use it to streamline processes and lessen administrative 

responsibilities due to its precise and dependable outcomes. 
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