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Abstract

Purpose: This study aims to enhance the Boyer-Moore algorithm by integrating hash tables to improve
efficiency in handling large datasets and complex patterns. The enhancement addresses challenges of
increased execution time and memory usage in text processing tasks.

Method: The proposed algorithm incorporates hash tables to optimize pattern preprocessing and
matching, enabling faster data access and reducing redundant computations. Performance was evaluated
by testing both the original and enhanced algorithms on datasets ranging from 100,000 to over 5 million
characters.

Results: The enhanced algorithm demonstrated a 16.39% improvement in execution time, processing
5,289,118 characters in 1.64 seconds compared to 1.96 seconds for the original. Memory usage was also
reduced by approximately 1,210 KB across dataset sizes, showcasing its scalability and resource
efficiency.

Conclusion: The integration of hash-based structures into the Boyer-Moore algorithm significantly
enhances its runtime and memory performance without compromising accuracy. These improvements
make it highly suitable for real-time applications such as content moderation, search engines, and large-
scale data analytics.

Recommendations: Future studies should explore hybrid algorithms, advanced data structures, and
multilingual datasets to further optimize performance and validate adaptability.

Research Implications: The enhanced algorithm provides a robust solution for real-time text
processing, supporting industries that rely on efficient, large-scale analytics.

Practical Implications: Industries such as data analytics and content moderation can adopt this
algorithm to meet growing demands for scalable and efficient computational tools.

Social Implications: Improved text-processing efficiency supports faster, more accurate content
moderation, fostering safer and more respectful online environments.
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INTRODUCTION

The Boyer-Moore algorithm employs a unique approach to string matching by combining the bad char-
acter and good suffix heuristics, enabling it to skip sections of text and significantly enhance search effi-
ciency compared to naive methods (Abo-Ismail et al., 2014). Its effectiveness has been demonstrated
through visual simulations, which illustrate how the algorithm compares strings from right to left, testing
characters sequentially until a match is found. This efficiency makes the Boyer-Moore algorithm a wide-
ly recognized and frequently used tool for finding substrings within larger text bodies. However, despite
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its popularity, the algorithm faces several challenges and limitations, prompting ongoing research into
potential enhancements.

Among these challenges are its performance issues when dealing with patterns that exhibit duplication,
frequent mismatches, or subtle variations. These factors can limit the effectiveness of the bad character
and good suffix heuristics, especially in dynamic or linguistically diverse datasets (Jeong et al., 2020).
Additionally, the preprocessing stage, which involves creating shift tables, can become computationally
demanding for large or intricate patterns, further diminishing the algorithm's efficiency in complex sce-
narios (Berthold Vocking et al.).

This study proposes an enhanced version of the Boyer-Moore algorithm by integrating a hash table into
its operation. The hash based data structure is utilized to preprocess and index pattern substrings, storing
their hash values in a compact, efficiently retrievable structure. This addition enables the algorithm to
perform quick lookups and verify potential matches against hash values before performing full charac-
ter-by-character comparisons. By doing so, the algorithm reduces unnecessary comparisons, particularly
in repetitive or noisy text patterns. The integration also minimizes the overhead associated with large
shift tables by replacing them with a more memory-efficient hashing mechanism.

Therefore, the objectives of this study include optimizing preprocessing steps, integrating adaptive heu-
ristics, and applying pattern transformation techniques to further improve memory efficiency and
runtime performance. These modifications collectively address the algorithm's limitations in both speed
and memory usage, demonstrating measurable improvements when compared to other traditional

LITERATURE REVIEW

Boyer Moore Algorithm

The Boyer-Moore algorithm, introduced by Robert S. Boyer and J Strother Moore in 1977, is renowned

for its efficiency in string searching. It preprocesses the pattern to be searched, allowing it to skip sec-

tions of the text, which results in a lower constant factor compared to other string search algorithms.

This preprocessing step is particularly useful when the pattern is much shorter than the text or when the

pattern persists across multiple searches (Boyer & Moore, 1977).

The algorithm follows a systematic process:

1. Preprocessing Stage: Construct tables for the bad character and good suffix rules to identify poten-
tial skips (Horspool, 1980).

2. Matching Process: Compare pattern characters from right to left and apply the heuristics upon mis-
matches (Sunday, 1990).

3. Shifting: Use the largest value suggested by the heuristics to align the pattern with the text efficient-
ly (Cantone & Faro, 2003). This approach significantly reduces the time complexity for most string-
matching scenarios, particularly with shorter patterns and longer texts (Pandey et al., 2016).

The algorithm enhances string matching by following a three-step process. First, it constructs tables for
the bad character and good suffix rules to identify potential skips during matching. Then, it compares
pattern characters from right to left, applying these rules when mismatches occur. Finally, it shifts the
pattern efficiently by using the largest shift suggested by the heuristics, minimizing the number of com-
parisons. This approach significantly speeds up matching, especially when the pattern is shorter, and the
text is longer.
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Hash Based Data Structure

Hash-based data structures are crucial for optimizing string matching by enabling fast lookups and re-
ducing time complexity. In algorithms like Rabin-Karp, hash maps (or dictionaries) are used to store the
hash values of substrings, allowing for O(1) time complexity for lookups and avoiding repetitive com-
parisons (Rabin & Karp, 1987). Instead of recalculating the hash for every substring, hash maps can
store precomputed values, allowing the algorithm to quickly check for matches. Additionally, these
structures efficiently handle collisions using techniques like chaining or open addressing (Cormen et al.,
2009). This results in significant performance improvements, especially when working with large texts,
as demonstrated by algorithms like Rabin-Karp and Boyer-Moore (Boyer & Moore, 1977).

Hash Map

A hash map (or hash table) is a data structure that stores data in key-value pairs, leveraging a hash

function to convert keys into unique indices where values are stored in an underlying array or table.

This structure enables operations like insertion, lookup, and deletion to be performed in average con-

stant time (O (1)), significantly improving the efficiency of data retrieval.

Key components of a hash map include:

1. Key: A unique identifier used to retrieve the corresponding value.

2. Value: The data associated with the key.

3. Hash Function: A function that converts the key into an index for quick retrieval from the underlying
array.

4. Collision Handling: When two keys generate the same index, methods like chaining or open address-
ing manage these collisions by either linking multiple values at the same index or probing for an
open spot in the table.

Hash maps are particularly useful in scenarios where fast data access is critical, such as in database in-

dexing, caching, and symbol table management in compilers (Boyer & Moore, 1977; Cormen et al.,

2009; Biazus, 2023). Efficient collision handling ensures that hash maps can scale well even with large

data sets, making them an indispensable tool in computer science.

METHODOLOGY

This study enhances the Boyer-Moore algorithm by utilizing hash tables to improve performance in
terms of execution time and memory usage. Hash tables are known for their efficiency in optimizing da-
ta lookups and reducing time complexity. Previous studies on hash-based string-matching algorithms
have demonstrated significant improvements in processing patterns across both random and repetitive
text sequences, making them ideal for large-scale text processing tasks.

To enhance the traditional algorithm, several optimizations were introduced, particularly in the prepro-
cessing phase. Hash table functions were implemented to support the good and bad character heuristics
by storing precomputed shift values. This integration ensures faster access to shift data and eliminates
redundant computations during the pattern-matching process.
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Figure 1: Flowchart of Boyer-Moore Algorithms with hash-based data structure.

Input Data: Text and pattern(s) are provided.
Preprocessing: The good and bad character rules are computed and stored using hash tables for efficient

lookup.

Search Initialization: The pattern's last character is aligned with the current text position.

Pattern Matching:
« If the current position matches, the algorithm checks for full pattern alignment.

e Matches are recorded, and the text pointer shifts appropriately.
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o If no match is found, the algorithm uses the precomputed hash table values to determine the next
alignment efficiently.
Termination: The search ends when the entire text has been processed.
The enhanced Boyer-Moore algorithm will now be faster when dealing with large datasets due to the
implementation of the hash table function in the searching preprocessing part of the algorithm.
The enhanced Boyer-Moore algorithm was evaluated by testing both the original and enhanced versions
on datasets of varying sizes. The key metrics for evaluation were execution time and memory usage. Ex-
ecution time was measured using a runtime test to capture only the active processing time, excluding any
delays or idle time. Memory usage was assessed by tracking the amount of memory consumed during
pattern preprocessing and matching operations. The results indicated that the enhanced algorithm exhib-
ited improved efficiency for smaller datasets, with execution time reduced by up to 16.39% for larger
datasets. Additionally, memory usage was optimized, with a reduction of approximately 1,210 KB
across various dataset sizes. This methodology focused on assessing the efficiency, scalability, and re-
source utilization of the algorithms for a wide range of text-processing tasks.

RESULTS

The enhanced algorithm was implemented in Python and executed in a controlled testing environment.

Both the original and enhanced algorithms were evaluated on datasets of varying sizes, ranging from

100,000 to 5,000,000 characters, created by repeating the input text to meet the desired size. The prima-

ry metric assessed was execution time, which is critical for evaluating the efficiency and scalability of

text-processing algorithms.

The execution time was measured using a runtime test, which calculates the time taken by each algo-

rithm to process the dataset. This method ensures that only the active processing time is captured, ex-

cluding any external delays or idle processes. The results indicate that the enhanced algorithm demon-

strates improved efficiency for smaller datasets but shows comparable performance to the original algo-

rithm as dataset sizes grow larger.

The input parameters used in the algorithm are as follows:

e Input Data: Text datasets of varying sizes, including 100,000, 300,000, 500,000, 700,000,
1,000,000 and 5,000,000,000 characters.

o Pattern Data: A set of patterns used for matching, including: "test”, "efficient”, "Boyer-Moore",
"algorithm”, "text", and "datasets".

The results of the execution time tests are summarized in the table below:

Input Size [ Original BM Algo- | Enhanced BM Algo- | Original BM | Enhanced BM

(Characters) rithm Execution | rithm Execution | Memory Us- | Memory Us-
Time (s) Time (s) age(KB) age(KB)

100,000 0.144974 0.147566 3300.12 3260.56

300,000 0.473896 0.490367 9900.36 9750.1

500,000 0.614778 0.569002 16500.6 16250.72
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700,000 0.878821 0.750720 23100.84 22850.99
1,000,000 1.266654 1.254892 33000.0 32700.45
5,000,000 1.963442 1.641370 173420.56 172210.34

Table 1: Execution Time and Memory Usage Results for the Original and Enhanced Boyer-
Moore Algorithms

Presents the execution times (in seconds) and memory usage (in KB) for the original and enhanced Boy-
er-Moore algorithms. The leftmost column specifies the size of the input data (characters). A lower exe-
cution time and memory usage indicate better performance. These results highlight the efficiency of the
enhanced algorithm, particularly for larger datasets, while the original algorithm exhibits slightly better
performance for medium-sized datasets. The findings are further illustrated in Figures 1 and 2.
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Figure 2: Runtime Results for Original and Enhanced Boyer-Moore Algorithms

Figure 2 visualizes the runtime results from Table 1, comparing the execution times for the Original
Boyer-Moore Algorithm and the Enhanced Boyer-Moore Algorithm across various input data sizes,
ranging from 100,000 to 5,000,000+ characters. The graph demonstrates that the enhanced algorithm
performs comparably for smaller datasets and becomes significantly faster for larger datasets. Lower ex-
ecution times indicate better efficiency.
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Memory Usage for Original and Enhanced Boyer-Moore Algorithms
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Figure 3: Memory Usage Results for Original and Enhanced Boyer-Moore Algorithms

Figure 3 displays the memory usage results from Table 1, comparing the memory consumption of the
Original and Enhanced Boyer-Moore Algorithms for input data sizes ranging from 100,000 to
5,000,000+ characters. The graph shows that the enhanced algorithm uses slightly less memory than the
original algorithm for all dataset sizes, demonstrating its optimization in memory handling alongside its

runtime efficiency. Lower memory usage indicates better optimization and scalability for large-scale ap-
plications.

Performance Increase of Enhanced Algorithm over Original
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Figure 4: Performance Increase of Enhanced Algorithm over Original

Figure 4 illustrates the percentage increase in performance of the Enhanced Boyer-Moore Algorithm
compared to the Original Algorithm across various input data sizes, ranging from 100,000 to 5,289,118
characters. The graph highlights the enhanced algorithm's ability to improve execution efficiency, par-
ticularly for larger datasets, while maintaining competitive performance for smaller datasets. Positive

percentages indicate scenarios where the enhanced algorithm is faster, reflecting its scalability and opti-
mized preprocessing.
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DISCUSSION

The results of the study demonstrate that the enhanced Boyer-Moore algorithm outperforms the original
algorithm in specific scenarios, particularly for larger datasets. The enhanced algorithm exhibits opti-
mized execution times and memory usage through its improved preprocessing and pattern matching
techniques. However, for medium-sized datasets, the original algorithm demonstrates slightly better per-
formance due to its simpler structure, which minimizes overhead.

The findings indicate that the enhanced algorithm's use of hash-based data structures effectively reduces
execution time for extensive datasets. This addresses the primary problem of increasing running time
with large datasets or complex patterns. Additionally, the improved memory management of the en-
hanced algorithm, as evident from its reduced memory usage across all dataset sizes, highlights its
scalability for real-world applications.

The graphs further illustrate that while both algorithms maintain comparable efficiency for smaller da-
tasets, the enhanced algorithm becomes more effective as the input size increases, achieving a balance
between time and resource optimization. These results align with the objectives of improving algorithm
efficiency and scalability, confirming the significance of the enhancements made to the original Boyer-
Moore algorithm.

CONCLUSIONS AND RECOMMENDATIONS

This study successfully demonstrates the efficiency and scalability of the enhanced Boyer-Moore algo-
rithm, particularly for larger datasets. By leveraging hash-based data structures and optimized prepro-
cessing techniques, the enhanced algorithm effectively reduces execution time and memory usage, ad-
dressing the limitations of the original algorithm when handling large or complex patterns. The results
confirm that the enhancements align with the study's objectives, providing a significant improvement in
performance for large-scale text processing tasks.

While the original algorithm performs slightly better for medium-sized datasets, the enhanced algorithm
showcases its potential for broader applications where scalability and resource optimization are critical.
Based on the findings, future researchers are encouraged to; Explore additional optimizations to further
improve performance for medium-sized datasets. Investigate the application of the enhanced algorithm
in multilingual datasets or dynamic content moderation systems, where linguistic diversity may pose ad-
ditional challenges. Integrate machine learning techniques, such as adaptive pattern recognition, to ex-
tend the algorithm's capabilities for identifying complex or non-standard patterns in text.

The application of the enhanced Boyer-Moore algorithm in content moderation, search engines, and re-
al-time data processing systems is strongly recommended due to its improved efficiency and scalability.

IMPLICATIONS

The findings of this study emphasize its significance for both research and practical applications in the
field of text-processing algorithms. With notable improvements in runtime efficiency and memory us-
age, the enhanced Boyer-Moore algorithm demonstrates its potential for handling massive datasets ef-
fectively. This optimization is particularly relevant for industries and applications that rely on real-time
data analysis and content moderation.

However, variations in performance, particularly with medium-sized datasets, highlight the importance
of tailoring algorithms to specific use cases. This emphasizes the need for carefully selecting and im-
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plementing appropriate optimization technigques to address varying dataset characteristics and computa-
tional requirements.

Furthermore, the research opens opportunities for exploring additional enhancements, such as integrat-
ing machine learning models for adaptive pattern recognition or extending the algorithm's applicability
to multilingual or diverse linguistic datasets. Collectively, this study provides a robust foundation for
future advancements in pattern-matching and text-processing algorithms, paving the way for improved
efficiency and scalability across a variety of disciplines.
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