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Abstract 

Breast Cancer Prediction Using Machine Learning Algorithms: A Comparative Study of Artificial 

Neural Networks (ANN) and Naïve Bayes (NB) evaluates the performance of two machine learning 

algorithms—Artificial Neural Networks (ANN) and Naïve Bayes (NB)—in predicting breast cancer. By 

leveraging both continuous and discrete datasets, we compare the predictive accuracy and error rates of 

these algorithms. The findings show that ANN achieves a higher accuracy of 98%, outperforming NB 

(92%) in breast cancer detection. This paper also explores how discrete datasets enhance the overall 

forecasting performance of machine learning models and offers insights into the choice of algorithms for 

medical predictions. 

 

1. Introduction 

Breast cancer remains one of the most common and deadly cancers globally, making early diagnosis 

crucial for improving survival rates. Traditional diagnostic methods are often time-consuming and 

costly, creating a significant need for automated prediction systems. Machine learning algorithms, 

particularly Artificial Neural Networks (ANN) and Naïve Bayes (NB), have gained prominence in 

medical diagnostics due to their ability to learn complex patterns from data. 

It investigates the effectiveness of ANN and NB in predicting breast cancer using both continuous and 

discrete datasets. We evaluate their performance based on accuracy, precision, recall, and other metrics 

to determine the most suitable algorithm for early breast cancer detection. 

 

2. Objectives 

The primary objectives of this study are: 

To compare the predictive accuracy of Artificial Neural Networks (ANN) and Naïve Bayes (NB) in 

classifying breast cancer data. 

To analyze the impact of continuous versus discrete datasets on the performance of these algorithms. 

To identify the algorithm that provides the highest accuracy for breast cancer prediction, contributing to 

more reliable automated diagnostic tools. 
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3. Data and Preprocessing 

3.1. Datasets Used 

This study utilizes two distinct types of datasets: 

Continuous Dataset: Includes numerical data such as tumor size, texture, and shape. These values were 

normalized to ensure uniformity and prevent the dominance of any particular feature. 

Discrete Dataset: Contains categorical data representing tumor type and malignancy status. This data 

was encoded using one-hot encoding to facilitate its compatibility with machine learning algorithms. 

Both datasets have the same output variable, where the task is to classify tumors as either malignant or 

benign. 

3.2. Preprocessing Steps 

The following preprocessing steps were applied: 

Normalization: All continuous features were scaled to a range between 0 and 1 to improve convergence 

during model training. 

Feature Encoding: Categorical variables in the discrete dataset were transformed into binary variables 

using one-hot encoding. 

Data Splitting: The data was split into training and testing sets using a 70-30 split, ensuring that the 

models were trained on a large enough portion of the dataset for reliable validation. 

 

4. Methodology 

4.1. Artificial Neural Network (ANN) 

ANNs are inspired by the structure of the human brain and are highly flexible in modeling complex 

relationships. For this study, a multi-layer perceptron (MLP) architecture was used. The configuration 

included: 

Hidden Layer: Tangent sigmoid transfer function for non-linear transformations. 

Output Layer: Logistic transfer function for binary classification (malignant vs. benign). 

Optimization: Several configurations were tested, adjusting the number of neurons in the hidden layer, 

the learning rate, and momentum to achieve optimal performance. 

4.2. Naïve Bayes (NB) 

Naïve Bayes is a probabilistic classifier based on Bayes' Theorem, which computes the probability of a 

class given the input features. It assumes that features are conditionally independent. For this study, the 

Gaussian Naïve Bayes model was employed, which is suitable for continuous data and assumes that each 

feature follows a normal distribution. 

4.3. Evaluation Metrics 

To assess the performance of the models, we used the following metrics: 

Accuracy: The proportion of correctly classified instances out of all predictions. 

Precision and Recall: These metrics were computed using the confusion matrix to evaluate the model’s 

ability to correctly classify positive cases (malignant tumors). 

F1-Score: The harmonic means of precision and recall, providing a balance between these two metrics. 

Additionally, cross-validation techniques were used to ensure the robustness and generalizability of the 

models. 

Evaluations using confusion matrix & precision/recall: 
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5. Results 

5.1. ANN Performance 

The ANN model achieved an impressive accuracy of 98%. This result highlights the model's ability to 

capture complex patterns in the dataset, making it highly suitable for breast cancer prediction. The 

precision and recall values for the ANN model were also high, demonstrating its ability to identify both 

benign and malignant cases with minimal error. 

5.2. NB Performance 

The Naïve Bayes model achieved an accuracy of 92%. While this performance is strong, it is lower than 

that of ANN. However, NB still provides a valuable and computationally efficient approach, especially 

when simplicity and speed are prioritized over model complexity. 

5.3. Comparison with Other Models 

Additional models such as Logistic Regression and Random Forest were tested. While these models 

performed adequately, the ANN outperformed all others in terms of accuracy and precision. The results 

demonstrate the robustness of ANN in handling complex datasets for medical prediction tasks. 

 

6. Discussion 

6.1. Impact of Dataset Type 

The results suggest that the use of a discrete dataset significantly enhanced the performance of the 

models, especially for algorithms like Naïve Bayes, which performs better with categorical features. 

However, the ANN model demonstrated consistent high performance across both continuous and 

discrete datasets, further proving its versatility. 

6.2. Algorithmic Comparison 

Although Naïve Bayes offers simplicity and computational efficiency, the ANN model excels due to its 

ability to handle complex patterns and learn non-linear relationships. This makes ANN the superior 

choice for breast cancer prediction, especially in settings where prediction accuracy is paramount. 

 

7. Conclusion 

This study demonstrates that Artificial Neural Networks (ANN) provide superior performance in 

predicting breast cancer compared to Naïve Bayes (NB), achieving an accuracy of 98%. While NB 

shows reasonable accuracy (92%), ANN’s ability to model complex patterns and non-linear 

relationships makes it the preferred choice for automated breast cancer prediction. Moreover, the use of 
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discrete datasets further enhances the overall model performance, particularly in simpler classifiers like 

NB. 

These findings underscore the potential of machine learning, particularly ANN, for advancing medical 

diagnostics and improving early detection systems for breast cancer. 

 

Results: 

SCREEN SHOTS OF RUNNING PROGRAMS 
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8. Future Work 

Future research could involve exploring deeper and more complex ANN architectures, such as 

Convolutional Neural Networks (CNNs), for even better predictive performance. Furthermore, 

real-world validation using clinical datasets is crucial for assessing the practical utility of these models 

in healthcare applications. 
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