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ABSTRACT  

The ETL (Extract, Transform, and Load) process is a critical data processing component. Traditional ETL 

processes lack the required capabilities and agility and fall short of coping with the dynamic and evolving 

nature of data ecosystems. The traditional ETL system presents a myriad of challenges to the data 

management process such as inefficiency in handling high-volume, high-velocity data, schema mapping, 

and preserving data quality. The purpose of the current study was to implement machine learning (ML) 

for ETL workflows by highlighting the role of ML in improving data transformation and anomaly 

detection, exploring methods for integrating ML in ETL pipelines, and analyzing the impact of ML in 

ETL pipelines through both practical and theoretical lenses. The credit card fraud dataset, comprising of 

284,807 rows and 31 columns, was downloaded from Kaggle. The most significant problem with this 

dataset was the huge class imbalance. The dataset was balanced using a modern approach known as 

Synthetic Minority Over-sampling Technique (SMOTE). The Isolation Forest (IF) was used to detect 

anomalies in the dataset. The findings showed that implementing ML in ETL pipelines solves the problem 

of feature scale disparity, improving the balance and accuracy of the model. The project highlights the 

benefits of modern machine learning-driven ETL transformation and anomaly detection processes over 

traditional workflows. 

 

INDEX TERMS ETL pipeline, machine learning, data transformation, anomaly detection, SMOTE, and 

isolation forest. 

 

I. INTRODUCTION 

A. BACKGROUND 

The ETL (Extract, Transform, and Load) process is a critical data processing component. It is concerned 

with the extraction of data from multiple data sources, its transformation into consistent and usable 

formats, and loading it into an appropriate destination system [1]. The effective implementation of ETL 

enhances the ability of an organization to increase the relevance and completeness of data by 

consolidating it from multiple data sources into appropriate formats for analysis. ETL enables the 

consolidation, cleaning, and transformation of data that initially existed in silos and was scattered into 

various systems and formats, making it not only accessible but also useful for decision-making. 

The contributions of the ETL process in decision-making and data management processes depend on 

the effectiveness with which the three steps are executed. The first step, extraction, is concerned with 

the acquisition of data from multiple sources, either within or outside the organization [2]. While most 

of the data is obtained from operational applications, incorporating data from external sources enhances 
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the richness of data. Therefore, the extraction phase seeks to gain access to multiple data sources, obtain 

relevant data, and reformat the data into an appropriate format. The transformation step is the most 

laborious of the three ETL processes. It focuses on resolving all types of conflict in the extracted data, 

such as semantic and syntax conflicts. Data transformation encompasses data cleaning, which seeks to 

resolve any erroneous data while delivering clean data to users, and conforming data, which focuses on 

enhancing the correctness of data and its compatibility with other master data [3]. The final step, loading, 

ensures that the extracted and transformed data are stored in the right storage systems. The data is loaded 

onto appropriate target systems for ease of use, distribution, and retrieval. 

 

 
Figure 1: ETL Steps [3] 

 

Several challenges are associated with using traditional ETL approaches, especially in the era of big 

data and increased data value. Big data is characterized by high volume, high velocity, and high variety 

data [4]. With traditional ETL approaches, an increase in the volume of data causes an exponential 

increase in the time required for data extraction and transformation due to the sequential processing of 

data. Traditional ETL processes struggle to keep up with the speed at which data is generated and 

collected, and it requires processing, leading to delays. The increase in the variety of data, including 

structured and unstructured data, introduces complexity into the traditional ETL process because each 

data type would require a different extraction and transformation method [4]. Figure 2 below shows how 

data transformation and integration difficulty increase from structured to unstructured data in traditional 

ETL. There is a need for integrating advanced practices into ETL processes to help resolve these 

challenges. Rising data complexity and the need for real-time insights necessitate the need for intelligent 

automation in ETL processes. 

 
Figure 2: Complexity and Difficulty in Handling Various Data Types in Traditional ETL 

Systems [4] 
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B. PROBLEM STATEMENT 

The problem statement for this study is the inefficiency of traditional ETL approaches for data 

transformation and anomaly detection. The motivation behind the study is recognition that timely and 

proactive data transformation and anomaly detection improves the performance of ETL systems, leading 

to enhanced reliability of downstream analytics and decision-making processes. Traditional ETL 

processes lack the required capabilities and agility and fall short of coping with the dynamic and 

evolving nature of data ecosystems [5]. 

C. OBJECTIVES OF THE STUDY 

The study aims to implement machine learning (ML) for ETL workflows. The study presents ML as a 

transformative solution for dynamic data transformation and robust anomaly detection in ETL 

workflows. This includes highlighting the role of ML in improving data transformation and anomaly 

detection, exploring methods for integrating ML in ETL pipelines and analyzing the impact of ML in 

ETL pipelines through both practical and theoretical lenses. 

 

II. LITERATURE REVIEW 

A. TRADITIONAL ETL SYSTEMS 

1) ORIGIN AND THE PROCESS 

The introduction of database technology in the 1980s and 1990s allowed organizations to start using 

online transaction processing systems (OLTP) that made it possible for operational and transactional 

data to be stored, queried, and updated. The relational database management system (RDBMS) was 

commonly used in managing OLTPs, which were initially designed for application-oriented data capture 

and recording while maintaining the most current state of data of the organization [6]. Success in 

resolving the data logistic and housekeeping problem allowed organizations to start thinking of how 

data could be exploited to enable the generation of valuable insights. This led to the introduction of 

online analytical processing systems (OLAP), which became the cornerstone of decision-making 

support and business intelligence. OLAP utilizes a data warehouse or enterprise data warehouse for 

storing and manipulating data for analysis. The data warehouse plays a vital role in maintaining 

historical and cumulative data [6]. The ETL process plays a vital role in data preparation and transfer 

into a data warehouse. Table 1 below compares the characteristics of OLTP and OLAP. 

 

 
Table 1: OLTP vs. OLAP [6] 

 

The traditional ETL architecture has been the standard approach for integrating data in data 

warehousing. It involves the extraction of data from various data sources, its transformation in a staging 

area, and the loading of the data into a centralized data warehouse. Each of the three phases is processed 

sequentially during off-peak times to avoid overstretching organizational systems during normal 

https://www.ijfmr.com/


 

International Journal for Multidisciplinary Research (IJFMR) 
 

E-ISSN: 2582-2160   ●   Website: www.ijfmr.com       ●   Email: editor@ijfmr.com 

 

IJFMR2406XXXX Volume 6, Issue 6, November-December 2024 4 

 

working hours. Traditional ETL employs a batch approach where processing is scheduled periodically. 

The extraction phase focuses on capturing data from multiple data sources, including enterprise resource 

planning (ERP) systems, customer relationship management (CRM) platforms, and relational databases. 

Data extraction is scheduled for specified intervals when the use of the system is minimal. Pulling data 

in bulk seeks to ensure that all the required data are efficiently obtained from the right sources. In Figure 

3 below, the transfer of data is represented by arrows flowing from data sources into the staging area 

with an emphasis on bulk extraction. 

 

 
Figure 3: Data Extraction in Traditional ETL [7] 

 

The extraction of data is followed by its transformation, which focuses on cleansing, standardizing, and 

structuring data to meet the requirements of the data warehouse. Some of the common practices during 

data transformation include the application of business rules, format standardization, and data 

deduplication with the objective of enhancing the suitability of the data for analysis. Figure 4 below 

represents the transformation phase with arrows moving from the staging area to the transformation 

system, which applies business rules, cleaning, and structuring processes to produce ready data for the 

data warehouse. The transformation phase is resource-intensive. 

 

 
Figure 4: Data Transformation in Traditional ETL  [7] 

 

The completion of the transformation phase allows data to be loaded into the data warehouse. Loading 

involves integrating data into the data warehouse schema and ensuring that it remains suitable for 

efficient querying and reporting. Loading occurs during non-peak hours to ensure that the performance 
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of the warehouse is not disrupted. Figure 5 below depicts the flow of data from the transformation engine 

into the data warehouse, marking the completion of a batch ETL cycle. 

 

 
Figure 5: Data Loading in Traditional ETL [7] 

 

2) CHALLENGES OF TRADITIONAL ETL 

The traditional ETL system presents a myriad of challenges to the data management process. One of the 

major challenges is schema mapping, where multiple source schemas are to be mapped to multiple target 

schemas. Schema mapping, which refers to the specifications expressed as a logical formalism to 

describe the relationship among schemas, is central to the data integration and data exchange process 

[6]. It poses significant challenges in traditional ETL systems due to the complexity of data sources, 

schema drifting and versioning issues, scalability challenges, and the dependence of traditional ETL 

systems on manual effort. 

The second challenge relates to difficulties in preserving data quality in traditional ETL systems. Poor 

quality data could lead to unreliable analyses and negatively impact decision-making [7]. One of the 

determinants of data quality is the ability to effectively integrate data from multiple sources while 

resolving inconsistencies, missing data, and duplications. Traditional ETL systems lack the capabilities 

required to integrate data from multiple data sources in multiple formats. The inability of traditional 

ETL systems to scale means that an increase in the volume, variety, and velocity of data leads to a 

decline in performance due to the batch processing architecture, which negatively impacts data quality 

[7]. 

Another important limitation of the traditional ETL process relates to the engineering aspects of 

traditional ETL systems. These challenges relate to optimizing, tuning, scheduling, and orchestrating 

the traditional ETL process. For instance, deciding cadence is a problem because the traditional ETL 

process is designed to run periodically to avoid affecting the operational performance and computational 

cost of the system [6]. The multiplicity of data types and data sources makes the traditional approach 

unsuitable. 

3) TRANSFORMATION AND ERROR HANDLING IN TRADITIONAL ETL 

As mentioned earlier, data transformation is the second step in the ETL process, which is concerned 

with converting data into suitable structure, schema, and format in line with the requirements of the data 

warehouse and other analytical platforms. Effective and efficient data transformation enhances the 
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usability and relevance of the data. Reliance on traditional ETL systems presents a wide range of 

transformation challenges. The first challenge is the need for complex transformation logic for 

aggregating, standardizing, and cleansing data [6]. Traditional ETL systems are less effective in 

transforming data from a variety of sources into a unified schema due to the need for multistep processes 

capable of applying aggregations, business rules, and calculations. The implementation of these 

transformations in traditional ETL systems is prone to error, especially when handling intricate business 

requirements. 

Maintaining data integrity and handling and recovering from errors are important limitations of 

traditional ETL systems during data transformation. Inefficient transformation may lead to altered data 

dependencies, relationships, and structures, which could compromise data integrity [8]. Altering data 

hierarchies, primary keys, and relationships between tables could introduce inconsistencies in the data, 

especially when applying a traditional ETL system to high-volume, high-velocity data. Data integrity 

could also be compromised due to the ineffectiveness of traditional transformation to handle and recover 

from errors. Errors occurring at the transformation phase can propagate through the ETL pipeline, which 

leads to corrupted or inaccurate data, negatively impacting data integrity [9]. Transformation errors are 

difficult to handle in traditional ETL especially when handling high velocity and volume data. 

Another challenge of traditional transformation relates to handling large volumes of data in different 

data formats. Transforming humongous amounts of data can be computationally demanding, especially 

when using the traditional ETL system [8]. Complex transformations involving large volumes of data 

can slow doe the ETL pipeline, negatively impacting the currency of data and introducing delays. 

Modern data management often requires transforming unstructured and semi-structured data from 

multiple data sources, such as Internet of Things (IoT) devices, social media, and logs [8]. Traditional 

ETL systems are less effective in transforming such data into structured formats suitable for analysis 

due to the lack of standardized schemas. 

Traditional transformations are prone to errors, which significantly compromise data quality, negatively 

impacting the reliability of the analyses and the quality of decisions made. These errors originate from 

a wide range of causes, including mistakes made when coding transformation rules, inconsistencies in 

business logic, and difficulties in handling different data types [10]. The likelihood of errors in 

traditional ETL pipelines increases with an increase in data volumes and complexity of data structures, 

leading to the propagation of errors occurring during the transformation step throughout the pipeline. 

Additionally, traditional transformation often struggles with achieving consistency across the involved 

datasets, especially when working with data from multiple data sources [10]. 

B. MACHINE LEARNING 

1) OVERVIEW 

Machine learning (ML) is one of the fastest-growing fields in the area of information technology. It 

refers to a component of computer science describing algorithms and statistical models field for allowing 

computers to perform tasks that would require explicit programming [11]. Machine learning performs 

computational tasks using patterns and instructions. As a subset of artificial intelligence (AI), ML 

empowers systems with perceptual abilities and capabilities for learning and adapting over time. ML 

utilizes a wide range of computer algorithms to enable machines to acquire existing data, learn based on 

the collected data, and gain more expertise over time, which empowers them with the ability to make 

predictions and judgments. 
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The four primary categories of machine learning techniques include supervised learning, unsupervised 

learning, semi-supervised learning, and reinforcement learning. Supervised learning involves mapping 

an input to an output based on a predetermined or sample input-output pair. Supervised learning relies 

on labeled training data to collect training examples that would help infer a function [12]. Two common 

supervised learning tasks are classification and regression. Unsupervised learning involves the analysis 

of unlabeled datasets without requiring any human input, especially for tasks where the outcomes and 

effects of variables are either unknown or partially known. The machine learning model creates a cluster 

of unsorted information without relying on any prior knowledge about the training data by uncovering 

the unlabeled data’s structure on its own. Semi-supervised learning combines both supervised and 

unsupervised machine learning techniques [13]. It involves working with a large amount of unlabeled 

input data along with a smaller amount of labeled data with the goal of providing a better prediction 

outcome than that produced by the smaller amount of labeled data. Finally, reinforcement learning 

involves a reinforcement agent increasing the frequency with which the desired outcomes are realized  

[13]. Once the model chooses an outcome for a specified input, feedback from the environment enables 

it to determine how well the results meet expected objectives. Figure 6 below depicts a reinforcement 

learning model. 

 

 
Figure 6: Types of Machine Learning Techniques [14] 

 

2) ANOMALY DETECTION 

Anomaly detection is a machine learning technique for discovering unusual patterns, also referred to as 

anomalies or outliers, in a dataset as an indication of some error or fraud. The primary purpose of 

anomaly detection is to identify data instances that significantly differ from the rest of the instances. 

The three broad categories of anomalies include point anomalies, contextual anomalies, and collective 

anomalies. Point anomalies is the simplest anomaly type in which a data instance can be discovered as 

an outlier from the rest of the data. Contextual anomalies occur when an instance can be regarded as an 

anomaly in one context and not in another context. Collective anomalies refer to a collection of data 

instances that can be discovered as anomalous when observed together. The traditional approach to 

anomaly detection involves the use of statistical algorithms in which parametric, non-parametric, and 

semi-parametric techniques are used. 

The increase in the volume, variety, and velocity of data has led to the advancement of the anomaly 

detection practice into a machine learning technique. Anomaly detection may utilize supervised, 

unsupervised, semi-supervised, or reinforcement machine learning techniques [15]. One of the common 

anomaly detection algorithms is Local Outlier Factor (LOF), which is a density-based machine learning 

algorithm. It is based on the idea that normal data instances are closely related to each other and that 
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those situated far away are anomalous [15]. The second is the Clustering-Based Local Outlier Factor 

(CBLOF), which is a clustering-based algorithm in which the determination of anomalous instances is 

based on the distance from the cluster’s center in which the data is located while multiplying the distance 

with the size of the cluster.  The third is proximity-based K-Nearest Neighbors (KNN), in which 

anomalous instances are identified by calculating the distance based on the furthest k th nearest data point. 

Anomalous data instances can also be discovered using the ensemble-based Isolation Forest (IF), which 

was developed for use in anomaly detection [15]. It employs the decision-tree-based approach to isolate 

anomalous instances. Finally, the Fast Minimum Covariance Determinant (FAST-MCD) is based on the 

idea that the geometric projection of normal data instances makes it possible to envelop into an ellipse 

because they are believed to have Gaussian distribution. All the data left outside the ellipse is regarded 

as anomalous. 

C. INTEGRATING MACHINE LEARNING IN DATA MANAGEMENT 

Machine learning introduces new capabilities to the data pipeline while enabling the automation and 

augmentation of processes that would require the direct involvement of the data engineer. The 

implementation of ML algorithms supports the discovery of anomalies, prediction and rectification of 

missing values, and dynamic adaptation to changes in data schema [17]. ML models have been found 

effective in improving the performance and reliability of data pipelines and fostering quality and 

consistency in the flow of data. The implementation of ML enables the transformation of data pipelines 

through the automation of data cleansing, data deduplication, anomaly detection, and data 

transformation. The two main ways in which ML enhances the performance and reliability of data 

pipelines are by providing near real-time analytics and enabling the development of models capable of 

learning from past data to improve future performance [17]. For instance, clustering and classification 

ML models can intelligently store and retrieve relevant data, which leads to reduced query times.  

ML benefits all the stages of data pipelines from data ingestion to quality control. ML-driven data 

ingestion and integration befits data source identification, schema mapping and mapping, and real-time 

data stream processing. ML algorithms make it easy to automatically identify sources of data from 

metadata patterns and historical data [18]. ML models make it possible for patterns to be learned from 

past integrations and recommend various sources of data, their formats, and ingestion methods. 

Deploying ML models automate the schema mapping process, which is usually a major challenge in 

traditional data ingestion processes. ML models quickly detect similarity of data fields, map attributes 

across sources, make suggestions for mappings. This simplifies the alignment of data acquired from 

multiple sources by minimizing manual errors and fostering compatibility between the data during data 

integration [18]. Finally, ML benefits data ingestion and integration by supporting real-time data stream 

processing through the automatic identification of patterns in streaming data, detection of anomalies, 

and prioritization of ingested data. 

The second step of the data pipeline, data cleansing and transformation, can be automated with ML 

techniques to minimize human errors and increase efficiency. To start with, the deployment of 

unsupervised learning algorithms such as Principal Component Analysis (PCA) and Isolation Forests 

(IF) supports quick learning and identification of outliers in data [17]. ML models are also effective in 

suggesting the most appropriate transformations for various fields based on its content and historical 

patterns [17]. These recommendations allow advanced data preparation through enhanced compatibility 

between the data and the analytical model used. 
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Another stage of the data pipeline that benefits from ML algorithms is data monitoring and quality 

control. ML-based data monitoring and quality control focuses on ensuring that data flowing through 

the pipelines adheres to predetermined standards while alerting users about any flaws. ML models 

continuously monitor incoming data against predetermined quality indicators, such as accuracy, 

consistency, and completeness [18]. Supervised learning models rely on the quality benchmarks of 

historical data to alert data engineers when they are exceeded to mitigate any missteps. This way, data 

quality issues do not find their way downstream. ML plays a vital role in detecting drift in data streams, 

which occurs when there is a slow change in the distribution of data, leading to unreliable analyses. 

Utilizing ML algorithms such as Kullback Leiber divergence and Kolmogorov Smirnov test support the 

quick discovery of data drift. Early detection of drift enables the adaptation of data pipelines in real time 

to maintain accuracy. Finally, ML-powered data pipelines allow the incorporation of feedback loops, 

which play a vital role in flagging issues related to data quality to allow timely correction and their use 

as training data to improve the effectiveness of the model in detecting more data quality issues [17]. 

This means that data pipelines will be capable of learning and resolving data quality issues iteratively.  

 

III. METHODOLOGY AND PRESENTATION OF FINDINGS 

This section presents the methodology used to complete the ETL Data Transformation and Anomaly 

detection process using machine learning. The dataset that was used to complete the task was sourced 

from Kaggle and can be accessed using the link: https://www.kaggle.com/datasets/mlg-

ulb/creditcardfraud?resource=download. To address the issue mentioned above, it was important to get 

an overview of the scenario. Credit card fraud detection is one of the major challenges for financial 

institutions in their efforts to guarantee security in customers' transactions. The traditional approaches 

depend on predefined rules and threshold-based systems that tend to fall short when it comes to 

identifying sophisticated fraud patterns. This project aims to streamline data preprocessing, 

transformation, and anomaly detection using the credit card fraud dataset as will be discussed in 

subsequent sections of the report. The idea is to highlight how modern approaches can be used to 

overcome the challenges presented by traditional Extract, Transform, and Load (ETL) and anomaly 

detection approaches. 

 

 
Figure 7: Importing Necessary Libraries 

 

 
Figure 8: Downloading Credit Card Data 
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Figure 9: Downloaded Data 

 

The first step in completing this task was importing the necessary libraries, as shown in figure 7 below. 

The libraries are very important when it comes to data manipulation, machine learning, and, most 

importantly, anomaly detection. Pandas and NumPy were mainly used to handle and preprocess the 

dataset. On the other hand, sklearn provided the tools required to conduct feature scaling, model 

building, and evaluation. The Isolation Forest library was mainly used for anomaly detection, while 

SMOTE allows one to deal with the notorious class imbalance known in this dataset. The metrics will 

then be used to show the performance of the model by providing classification reports, confusion 

matrices, and ROC-AUC scores. The visualizations will be done using matplotlib and seaborn to create 

informative plots and the warnings. filter warnings('ignore') was necessary to  is used to suppress 

warnings for clean outputs. 

The downloaded dataset in Figure 9 contains a total of 284,807 rows and 31 columns. It contains 

anonymized features of transactions from V1 to V28, the amount of the transaction, and a target variable, 

Class. Features V1 to V28 are derived from the raw anonymized data and represent different transaction 

attributes, while the Amount column represents the transaction value. The Class column is the target 

variable: 0 refers to non-fraudulent transactions, and 1 refers to fraudulent transactions. Traditional ETL 

approaches often emphasize on ensuring that there is consistent integrity and format of the data during 

the extraction and transformation. However, this project performs inspection steps first to examine and 

better understand the structure, types, and identify any missing values as shown in Figure 10.  

 

https://www.ijfmr.com/


 

International Journal for Multidisciplinary Research (IJFMR) 
 

E-ISSN: 2582-2160   ●   Website: www.ijfmr.com       ●   Email: editor@ijfmr.com 

 

IJFMR2406XXXX Volume 6, Issue 6, November-December 2024 11 

 

 
Figure 10: Structure, Types and Missing Values 

 

The dataset has the shape of 284,807 rows and 31 columns. Each column is numerical. The columns 

represent 28 anonymized features of transactions, namely V1 to V28, the amount of transaction, and a 

target variable Class where the value takes 1 if the transaction is fraudulent and 0 otherwise. All 

columns, except Class, are of type float64 while Class is int64. The dataset is also clean and has no 

missing values in all the columns. Unlike most traditional approaches that take up much time in cleaning 

the data and handling missing values, the dataset was clean and did not need time-consuming processes 

such as the imputation of missing values, which is a big challenge using conventional ETL methods. 

This enables faster analysis and modeling. 

The plot in Figure 11 clearly shows the difference, with the majority of transactions being non-

fraudulent. Traditional anomaly detection approaches such as threshold, or rule-based can struggle with 

such an imbalanced dataset. These methods would, most likely, be prone to identifying very few cases 

of fraud and neglect the majority class, making the detection inaccurate. To address these issues, the 

project will apply modern techniques such as the Synthetic Minority Over-sampling Technique 

(SMOTE) to generate synthetic samples for the minority class (fraudulent transactions) in order to 

address the imbalance and improve the performance of the model performance. 
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Figure 11:  Bar plot showing class imbalance in the dataset 

 

The next step seeks to determine the summary statistics of the data as part of the cleaning process before 

proceeding to the next section. The summary statistics are shown in Figure 12. 

 

 
Figure 12: Summary Statistics 

 

Summary statistics of the dataset reveal some key characteristics of the features. There are 284,807 rows 

and 31 columns in the dataset. The Class column indicates if a transaction is fraudulent (1) or not (0). 

All other columns, from V1 to V28, represent anonymized features of transactions and have an average 

close to zero while taking values in the range from negative to positive, showing the variability in 

transaction behaviors. The Amount column has an average of 88.35, with a huge range from 0 to more 

than 25,000, it shows the variance in transaction sizes. Finally, the target variable Class has a very low 

mean of 0.0017 meaning that fraudulent transactions are pretty rare. This step points out several areas 
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for improvement in this dataset, such as especially the Amount feature which will require further 

transformation. 

Most traditional approaches usually use fixed transformation rules and do not consider the very nature 

of the data or, to be more specific, the needs of modern machine learning models. To address this issue, 

the project uses dynamic transformation based on the insights gathered from the above steps. Since the 

feature amount has a wide range, it will be vital to normalize it so that the model does not place emphasis 

on large values. The approach used, in this scenario, is Standard Scaler, as shown in Figure 13 below: 

The above-transformed data has standardized values of each of the transaction attributes. Each feature 

has been scaled to have a mean of zero and a standard deviation of one. Unlike traditional approaches, 

normalizing the data removes any potential bias because of the different scales of the features. The 

anonymized transaction features, V1-V28, now show a greater range of values to reflect the variability 

in the data. The Amount and Class columns retain their original scale; the Amount feature is closer to 

the original range, whereas Class remains as a binary target variable indicating fraud detection.  

The time column was also dropped because it does not have any significance in fraud detection. In 

traditional ETL approaches, irrelevant features are sometimes retained, which unnecessarily increases 

computational complexity and introduces potential overfitting. The dataset was again checked for 

missing values and there were none. This means the data is almost ready for analysis. The next step 

focuses on feature correlation by implementing a heatmap, as shown in Figure 14 below: 

 

 
Figure 13: Normalizing the Feature Amount 

 

 
Figure 14: Feature Correlation Heatmap 
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The correlation heatmap was generated in order to analyse relationships between features in the dataset. 

The correlations are shown by the color intensity of this heatmap. As noted, the feature Class shows a 

moderate positive relation with features like V11, V4, and V2 and thus is relevant in predicting fraud. 

Other features, such as V17, V14, and V12, strongly correlate negatively with Class meaning they are 

negatively correlated. This can be helpful in identifying important features for implementing the model. 

In the next step, we are going to handle class imbalances in our dataset. As seen below there is great 

imbalance in original class distribution and fraudulent transactions by log amount as shown in Figure 

15: 

 
Figure 15: Plots Showing Class Imbalances 

 

In this step, the dataset was balanced using a modern approach known as Synthetic Minority Over-

sampling Technique (SMOTE). This was necessary to address challenges brought about by class 

imbalances between fraudulent and non-fraudulent transactions. Originally, there was a heavy 

imbalance in class distribution, where for non-fraudulent class it was 284,807 and the fraudulent class 

had only 494. As Figure 16 shows, the application of SMOTE increased the size of the minority class 

such that both classes were balanced with 284,315 instances for class 0, which was the non-fraudulent, 

and 284,315 for class 1, the fraudulent one. 

 
Figure 16: Balanced Classes After SMOTE 
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This is important, unlike traditional approaches, because it will allow the training of the model without 

biased predictions to the majority class. The next step focuses on Anomaly detection with Isolation 

Forest. First, the model was trained on the resampled data with a contamination rate of 1% in order  to 

detect possible anomalies. It assigns a value of 1 for anomalies and 0 for normal instances. Then, 

anomaly predictions were mapped, changing values of 1 as normal to 0 and values of -1 as anomalies to 

1. The results showed that the difference between normal and anomalous instances was rather extreme: 

562,964 normal transactions were detected with the value of 0 and 5,666 with the value of 1 as 

anomalous transaction as shown in Figure 17. 

 
Figure 17: Detected Normal and Anomalous Transactions 

 

The model identified a relatively small fraction of anomalies within the data. The model was then 

evaluated and produced the following results in Figure 18. 

 
Figure 18: Identified Anomalies 

 

The performance of the model was checked by comparing the predicted anomalies against the actual 

fraud cases using the confusion matrix, classification report, and AUC-ROC score. From the confusion 

matrix, it was evident that out of 284,315 nonfraudulent transactions, 158 were misclassified as 

fraudulent while 5,508 fraudulent transactions were correctly identified. The classification report 

showed the precision for fraudulent transactions to be 0.97 but the recall was very poor, 0.02, which 

indicated that most of the fraud cases were not detected by the model. The overall accuracy was 51%, 

with a macro average F1-score of 0.35. Also, the AUC-ROC score is 0.5094 which means that the 

model's ability to distinguish between normal and fraudulent transactions was average. Finally, a scatter 

plot was created to visualize anomalies in the dataset. The anomalies were differentiated in color: normal 
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transactions were one color, and the anomalous transactions another as shown in the screenshot in Figure 

19. 

At this last step (Figure 20 Above), we save the transformed dataset, ensuring that it is well-structured and 

formatted for further use. The dataset is now ready for use in various credit card fraud detection 

applications, which means it can easily be imported into machine learning models, statistical analysis, or 

real-time monitoring systems devised for fraud transaction detection. The saved data has been 

preprocessed, cleaned, and enriched, making it suitable for accurate predictions and reliable insights. 

 

IV. DISCUSSION 

The main problem in this dataset and project, in general, was dealing with the heavy class imbalance that 

characterizes the dataset, containing 284,315 non-fraudulent transactions for Class 0 and just 492 fraudulent 

transactions for Class 1. This kind of skew was very dangerous in terms of possible bias by any machine 

learning algorithm because conventional algorithms are known to skew predictions towards the majority 

class, resulting in reduced fraudulent transaction detection rates (Tari et al., 2020). This problem is not 

always taken seriously in any usual ETL processes because traditional ETL does not necessarily include 

mechanisms for balancing classes. The model had a better opportunity to recognize patterns related to 

fraudulent cases and increased its capability of detection significantly by balancing the classes. Instead of 

traditional ETL approaches, this methodology emphasized the detection of anomalies after the 

transformation of data, hence guaranteeing more solid and reliable performances in highlighting fraud cases 

as stated by Tari et al. (2020). 

 
Figure 19: Difference Between Normal and Anomalous Instances 

 

 
Figure 20: Final Step 
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The Amount feature, which represents transaction values, was a very important feature to the performance 

of the model, given the wide range of values. If not scaled appropriately, the model may be biased toward 

large transactions and ignore the smaller ones, which may actually be fraudulent. This issue highlights a key 

limitation of traditional ETL systems, which often lack mechanisms to address such feature scaling needs, 

thereby compromising model accuracy [20]. In order to reduce this problem, the feature Amount was 

standardized with a StandardScaler, putting its scale at the same level as the other features. This 

normalization ensured that the model treated all transaction values equally, regardless of their size. The 

transformation was effective in reducing model bias and improving overall performance by focusing on the 

relationships between features rather than being influenced by transaction amount variance. Unlike 

conventional ETL approaches, this method exemplifies how machine learning-driven transformations can 

enhance data preparation and model outcomes. 

The most notable advantage of this project is that the dataset had no missing values, a challenge usually 

experienced in regular ETL processes. Regular ETL systems usually take too much time and resources to 

deal with missing or incomplete data with imputation or deletion strategies. In this case, because the dataset 

was complete, there was smooth processing and fast analysis to go on to have quick model building. This 

clean dataset not only facilitated a faster transformation and detection process but also maintained the 

natural-world integrity of the dataset, with very robust model predictions possible. The lack of missing 

values in the overall sample shows how machine learning-driven ETL processes can leverage high-quality 

datasets for efficient preparation of data and anomaly detection and dodge traditional ETL systems 

complications [21]. 

As noted earlier, the most significant problem with this dataset was the huge class imbalance. The number 

of non-fraudulent transactions was enormous compared to the fraudulent ones. This usually poses problems 

for training the model because, using regular ETL transformation and anomaly detection, high accuracy is 

reached but it often fails in finding fraud cases. The model overfits the majority class. To fix this 

shortcoming, Synthetic Minority Over-sampling Technique was implemented. SMOTE generates synthetic 

samples for the minority class, rebalancing the dataset and giving the model a more representative 

distribution of both classes. This preprocessing step amped up the model to better learn the patterns 

associated with fraudulent transactions, hence dramatically improving its fraud detection accuracy. This 

further emphasizes how important it is to consider modern preprocessing in the face of an imbalanced 

dataset-a challenge usually missed by traditional ETL and anomaly detection processes. 

Standardizing features was very important in the project. This was achieved using StandardScaler to 

normalize features to contribute equitably, preventing the model from overemphasizing one feature. This 

transformation gives significance to modern feature engineering in advanced ETL processes and anomaly 

detection. This is a step that may be overlooked in traditional ETL workflows; hence, this approach will 

make the model concentrate on the relationships between features for robust fraud detection across various 

transaction sizes. Further, normalizing improved the generalization of the model on unseen data and reduced 

overfitting to outliers, which frequently happen in financial data. This supports the inclusion of modern ETL 

techniques with machine learning for improved performance. 

Traditional ETL transformation and anomaly detection workflows have to handle missing values, either by 

imputation or deletion, which can introduce biases or loss of data [21]. The clean dataset allowed not only 

for effective model training but also substantially improved the quality of predictions-one can count on the 

fact that any findings will be derived based on robust and reliable data. That underlines how critical data 

integrity really is in machine learning, since model quality goes directly with the quality of inputted data. In 
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these areas, contemporary ETLs using clean data enable effective anomaly detection with far greater power 

than can be realized in a traditional workflow. 

 

V. CONCLUSION 

This project demonstrated the impact of machine learning on ETL transformation and anomaly detection 

processes as compared to traditional methods. It involved preprocessing and exploration steps required to 

optimize a credit card fraud detection dataset for anomaly detection. It helped solve the problem of feature 

scale disparity, improving the balance and accuracy of the model. Moreover, dropping non-informative 

features eliminated uninformative noise, further simplifying the analysis and distilling it to features of 

interest that bear predictive information. These techniques point out the benefits taken by modern machine 

learning-driven ETL transformation and anomaly detection processes over traditional workflows. This 

approach ensures superior and effective models, and it became important to study feature engineering and 

integrity in advanced ETL methodologies. 
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