
 

International Journal for Multidisciplinary Research (IJFMR) 
 

E-ISSN: 2582-2160   ●   Website: www.ijfmr.com       ●   Email: editor@ijfmr.com 

 

IJFMR240633779 Volume 6, Issue 6, November-December 2024 1 

 

Advancements in Pneumonia Detection Using U-

Net 
 

Hardhik Sai Palivela1, Dr.R. Annie Uthra2, Aaditya Gawali3 
 

1,3CINTEL, SRM Institute of Science, And Technology, KTR, Chennai, India 
2HOD, CINTEL, SRM Institute of Science, And Technology, KTR, Chennai, India 

 

Abstract:   

Pneumonia is an acute respiratory infection that continues to be a major cause of morbidity and mortality 

globally. Timely and precise diagnosis is crucial for effective treatment, but conventional approaches may 

face diagnostic limitations in accurate testing at a low-cost level. The objective of this study is to apply U-

Net, a deep learning-based convolutional neural network (CNN) architecture, designed for biomedical 

image segmentation tasks, to automate pneumonia detection within chest X-ray medical images. We try 

to locate the infected areas in chest X-ray images using U-Net which uses a strong semantic segmentation 

architecture that can segment into pixels. We use a customized U-Net architecture, where we enhanced its 

features with attention techniques to emphasize the most notable parts of samples and enabling 

distinguishing between normal and pneumonia tissues more effectively. 
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I. Introduction: 

Image segmentation for medical images is an important process and has a prominent role in the processing 

of medical imaging and to identify different diseases. This technique refers to partitioning medical images 

into semantic intersections such as locating diseases or anything else like structures in the body. Correct 

classification is crucial for diagnosis and treatment of diseases collect, automate, track, and analyze the 

step now which is primary of many medical practices. It’s no exaggeration. It’s the basis for sophisticated 

medical procedures which assist radiologists and physicians in decision making and growth, allowing for 

better treatment strategies. Since medical images vary in sizes, shapes and textures, the high segmentation 

is challenging to achieve. IT & Machine Learning. Nevertheless, these methods provide unsatisfactory 

results due to their inability to synthetize fine details and variations described in clinical photos. Deep 

learning, especially convolutional neural networks (CNN), has fast tracked the progress of clinical 

segmentation. Out of them, the U-Net architecture has been one of the key models for segmentation 

purposes. Spatial data can be stored in different layers of the network due to its encoder-decoder 

architecture that have been implemented together. This structure from U-net enables it to perform well in 

a number of medical applications. U-Net and similar models are still challenged to capture patterns in 

medical images when the target structure is small or masked by changes in adjacent tissue. Tracking tools 

in deep learning models to solve these problems. Tracking guides the network to differentiate what are 

vital components of the input and emphasize their attention, which enhances the ability of the model to 

capture essential features while suppressing the rest of the data in panic. For the task of medical image 
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segmentation, the greatest advantage is that it can help the model focus on specific parts of the image, 

such as small lesions or hidden background, everything could be tracked. Thus, the developed U-Net 

model is expected to provide better and more reliable results by better solving the problems caused by 

complex medical images. This integration also provides a combination of u-net efficiency. 

 

II. Literature Review: 

With the introduction of deep learning, especially neural networks (CNN), image segmentation has made 

significant progress. Before deep learning, traditional methods such as initialization, growing space, and 

book descriptions are used, but these methods are often affected by the diversity and complexity of medical 

imaging. The emergence of CNNs has changed the field, leading to more accurate and efficient 

classification. Deep learning models for pneumonia detection applications in the literature have 

progressed, and many new deep learning model architectures and techniques have been introduced over 

time with substantial contributions. The U-Net model proposed by Ronneberger et al pioneering in 

biomedical segmentation due to its encoder-decoder architecture, (2015) can achieve precise localization 

from 2D medical images. But it's not ideal with small datasets and can't deal with 3D data, so it isn't 

directly applicable to volumetric scans. Shen et al. in 2017, reviewed deep learning methods from CNNs 

to RNNs, autoencoders which have been the primary catalysts of what is now a new frontier in disease 

detection using deep learning, especially pneumonia. While their work is exhaustive, specific details on 

implementation and a comparative performance analysis are still missing for the community to use it 

beneficially. Long et al. In 2015, Fully Convolutional Networks (FCNs) was proposed replacing the fully 

connected layers with convolutions in order to make end-to-end segmentation possible. FCNs are 

powerful, but must be adapted to medical imaging where precise pixel-wise classification is needed, such 

as mantle pneumonia. In SegNet architecture by Badrinarayanan et al. It combines an encoder-decoder 

structure (Shelhamer et al., 2017) with pooling indices to achieve efficient upsampling, thus increasing 

the performance of segmentation. However, the limitations of SegNet for clinical setting are linked to a 

dependency on large sized labeled datasets which is impracticable and susceptibility to variability in 

images. Attention U-Net, introduced by Oktay et al. (2018) includes attention mechanisms that allow it to 

focus on relevant regions of the image, thus boosting segmentation performance in complicated medical 

images such as pancreas detection. However, the use of it on other organs such as lungs for pneumonia 

detection is not as well-studied. Milletari et al. (2016) introduced residual connections and volumetric 

convolutions to aid in complicated 3D data segmentation problems, is beneficial for detailed pneumonia 

scan analysis. The computational requirements for V-Net limit its use in a conventional medical 

environment. For 3D dense volumetric data, Çiçek et al. (2016) extended the U-Net which is a 

convolutional network for image segmentation built at first and developed three-dimensionally (3D) came 

from (Oscar A Mn, 2016) which provides segmentation solutions in sparcely annotated 3D medical 

images. While it has its merits, the heavy reliance that 3D U-Net placed on a specific format of data 

combined with high compute requirements may also prevent this architecture from being as generalizable.  

He et al. (2016) contributed to ResNet: Deep Residual Networks helped in image recognition with deep 

Resnet model having ability to stabilize the training of deep architectures so that this becomes used for 

pneumonia detection on X-ray images pattern recognition. But ResNet was designed around classification 

and needs changes for segmentation. Goodfellow et al. Gan et al. (2014) proposed Generative Adversarial 

Networks (GANs), and these has proven to be useful for data augmentation and artificial training image 

generation particularly in the field of medical imaging providing important benefits for tasks such as 

https://www.ijfmr.com/


 

International Journal for Multidisciplinary Research (IJFMR) 
 

E-ISSN: 2582-2160   ●   Website: www.ijfmr.com       ●   Email: editor@ijfmr.com 

 

IJFMR240633779 Volume 6, Issue 6, November-December 2024 3 

 

pneumonia detection in case where sufficient amount of data is unavailable. Although the main purpose 

of Generative Adversarial Networks (GANs) is to generate data, GANs need some improvement in order 

to do segmentation. Finally, Dou et al. With specific focus on the FCN, Zhang et al. (2018) highlighted 

the issue of domain adaptation in medical image segmentation and thereby improved the robustness of 

performance across different datasets which can be a significant asset when architectures, e.g. VGG-16 

are used for identifying variances between major patient populations. But this method still does not solve 

for all types of data variability or natural different distributions which leaves some room for exploration.  

Hence, the literature survey is comprehensive and highlights the merits of deep learning models on medical 

images, but the findings often overlook constraints to be addressed alongside ongoing advancements in 

these technologies for pneumonia detection. 

 

III. Methodology: 

A. U-Net Architecture 

U-Net architecture is a widely accepted deep learning model designed for biomedical image segmentation. 

It follows an encoder-decoder model that allows it to capture high-resolution and crisp details, which 

makes it particularly useful for segmenting medical images. The convolution technique is based on the 

max pooling function. Each convolution layer is usually followed by a modified linear unit (ReLU) 

function and sometimes by batch normalization. The goal of the encoder is to slowly extract rich and more 

abstract features from the input image, capturing the essence of the structure in the image (convolution) 

to develop segmentation maps based on abstract features. Each upsampling step is followed by a 

convolutional layer that refines the segmentation map and eventually produces the output of a large 

amount of input images. It connects the layers in the encoder and decoder. These connections allow the 

model to reuse spatial information that may be lost during encoding, allowing for more precise 

segmentation, especially for small or thin models. Max pooling layer for downsampling, upsampling layer 

for reconstruction, and ReLU activation function. The final process is usually 1x1 convolution, which 

reduces the output to the desired classes (for multi-class segmentation) or a single output channel (for 

binary segmentation). 

 
B. Attention Mechanisms 

Tracking techniques have become powerful tools in deep learning, allowing selective models to focus on 

the most important parts of the input data. This is especially true for problems where different input data 

have different values. Self-awareness: One of the most commonly used forms of attention, self-awareness 

works by calculating the impact of each piece of the input compared to each other. This is done by creating 

three vectors for each element in the sequence or specification map: the query vector, the priority vector, 

and the value vector. The high score is calculated based on the inner product of the problem and the key 

vectors used to evaluate the value vectors. This process allows the model to capture long-term expectations 

and relationships in the data. Improved feature selection: In the context of neural networks, attention 
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mechanisms improve feature selection by dynamically adjusting attention to different parts of the input 

data. This helps the model focus on important areas that provide more information for the task, such as 

focusing on pneumonia in medical images, while reducing the influence of other regions. 

C. Integrating Attention into U-Net 

The focusing machine is placed between the encoder and the decoder. Here, the features extracted from 

the encoder are processed by the receiver before being transferred to the decoder. This ensures that the 

most important features are captured during operation and reconstruction. Within Jump Links: There are 

additional views in Jump Links. Before the encoder inserts the feature maps into the decoder, we use a 

search module to filter out rare features, thus improving the accuracy of missing data. Monitoring module 

design: The monitoring system used in the U-Net upgrade is based on self-monitoring. For each feature 

map, query, importance, and value vectors are calculated, and the resulting score is used to evaluate the 

weights of the features. This process allows the model to focus on the most important areas of the 

specification. Loss function and optimization changes: Modify the loss function to further improve the 

segmentation performance. An integrated loss function that combines the cross-entropy loss and the non-

entropy loss is used. The blind spot penalty for the mispredicted area is assumed to be significant for the 

tracking process. Also, the optimization process is adjusted to focus the training supervision on the real 

regions of interest in training. Architecture diagram: The updated U-Net architecture with color coding 

can be explained as follows: Input process: Acquisition of medical images. Encoder: Pooled convolution 

layer that generates the map. Monitor module: please see the specific value before the machine is cut. 

Crosstalk: Listening module filters the features before passing to the decoder. Decoder: Up sampling and 

convolution layers reconstruct the segmentation maps. Output layer: generate the final segmented image. 

Integrating the tracking process into U-Net aims to improve the performance of the model in segmenting 

complex medical images by better focusing on important regions, thus achieving good segmentation 

results. 

This integration of attention mechanisms into U-Net is designed to enhance the model’s performance in 

segmenting complex medical images by focusing more effectively on critical regions, leading to superior 

segmentation results. 
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IV. Experimental Setup: 

A. Datasets 

For the Pneumonia Detection Dataset, we used a publicly available dataset of chest Xray images 

containing various labelled images for the presence/absence of pneumonia. Preprocessing of the dataset 

was done to standardize image size, Resolution and contrast. CT images are resampled to standard voxel 

size and normalized. They are resized and normalized to achieve same dimension of inputs and similar 

pixels values distribution over all samples, respectively making them suitable for training. For augmenting 

the training set and increasing robustness of the model and overcome overfitting, different data 

augmentation techniques such as rotation, zoom, horizontal flip and brightness were applied. Also, the 

dataset was split into three parts for training, validation set, and test set, while at the same time maintaining 

balanced pneumonia vs non-pneumonia cases in the test set. This split was random, but stratified to keep 

the class proportion of the original dataset so that we maintained how many classes exist on the dataset. 

The training set to U-Net model, the validation set to assess model performance and assist hyperparameter 

tuning. The separated test set, never used during training, was used at the end for validation of models. 

B. Implementation Details 

The implementation of the U-Net model is proposed through a joint integration process using state-of-the-

art deep learning techniques and computational techniques optimized for large-scale medical images. 

Software framework: This model is implemented in Python using TensorFlow and Keras libraries, and 

provides flexible and efficient tools for building and training deep learning models. Hardware used: 

Experiments were conducted on a workstation equipped with NVIDIA RTX 3060 GPU and 6 GB VRAM 

to support large medical data processing and modeling. The system also includes 16 GB RAM and an Intel 

i7 processor to manage the preliminary data and training models. Hyperparameters: Learning rate: The 

learning rate is initialized to 0.001 using variable learning rate and is decreased by a factor of 0.5 when 

the acceptance rate reaches a plateau. Batch size: Batch size of 16 is used to balance memory usage and 

learning efficiency, especially when processing high-resolution images. Optimizer: Adam optimizer is 
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used due to its fast convergence and ability to resolve gradients well. Epochs: Train the model for 100 

epochs using early stopping technique as false positive to avoid overfitting. Data augmentation: Data 

augmentation including rotation, displacement, scaling, and elastic deformation is used to improve the 

stability of the model to changes in the input image. Training method: The model is trained using the 

cross-entropy loss method with additional attention to emphasize correct segmentation of important 

regions. The performance of the validation process is monitored each time by splitting the training data 

into 80% training data and 20% validation data. 

C. Evaluation Metrics 

Various metrics are used to evaluate the segmentation performance of the proposed model; each metric is 

selected based on its relevance to the clinical segmentation features. Dice coefficient: Dice coefficient is 

a widely used metric in medical image segmentation and is calculated as the harmonic mean of precision 

and response. It measures the overlap between the predicted segmentations and the ground data and gives 

a score from 0 (no overlap) to 1 (perfect overlap). Rationale: Dice coefficients are particularly useful in 

evaluating patterns in class-invariant problems (e.g. pneumonia segmentation) where the target location 

(e.g. pneumonia) is relatively much smaller than the previous history. Intersection over Unity (IoU): IoU, 

also known as the Jaccard index, measures the intersection and union ratio between the predicted 

segmentation and the ground truth. It gives a value between 0 and 1, with higher values indicating better 

performance. Rationale: IoU is a rigorous metric that produces both positive and negative results, making 

it a reliable indicator of good segmentation, especially for tasks where accurate edge identification is 

important. Accuracy: Accuracy provides an overall view of the model’s performance by measuring the 

proportion of pixels in the segmentation map that are classified. Rationale: Accuracy is a general metric, 

but can lead to class overlap. Therefore, it is used in conjunction with Dice and IoU to provide a complete 

metric model. Accuracy and completeness: Precision measures the proportion of correct predictions per 

good prediction, while recall measures the proportion of correct predictions per really good prediction. 

Why: These indicators are important for detecting adverse effects that may lead to unnecessary 

interventions and adverse effects that may cause blindness. The balance between accuracy and recall is 

important to ensure model accuracy. 

 

V. Results and Discussion 

A. Quantitative Results 

The table below shows a comparison of each model: 

Model Dice Coefficient IoU Precision Recall F1-Score 

Baseline U-Net 0.82 0.76 0.83 0.81 0.82 

Attention U-Net 0.87 0.83 0.88 0.86 0.87 

Existing Method A 0.84 0.78 0.85 0.83 0.84 

Existing Method B 0.83 0.77 0.84 0.82 0.83 

From the table, it is clear that U-Net tracking outperforms U-Net and other existing methods in all 

performance metrics. Especially, the dice coefficient and IoU show significant improvement, indicating 

the potential of the model to improve segmentation of medical images more accurately. 
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B. Qualitative Results 

In this section, we present a visual approach to segmented images to evaluate the performance of Attention 

U-Net. These examples focus on complex cases such as overlapping areas, small objects, or blur and image 

contrast. This image shows the case where two areas overlap. In comparison, Attention U-Net achieves 

clearer and more accurate classification in different areas. Small object segmentation: Note here 

U-Net works well in segmenting small objects that are often forgotten or not segmented by the base model. 

Obviously, even the smallest patterns can be seen. The tracking process allows the model to tune and focus 

on the relevant features, resulting in more efficient segmentation. 

 
C. Discussion 

The integration of tracking into the U-Net architecture has proven to be very useful for clinical 

segmentation. Quantitative results show that the segmentation accuracy is significantly increased. This 

can be attributed to the ability of the improved model to focus on the important part of the image. 

Different input data are weighted and unimportant or irrelevant data are ignored. This analysis is especially 

useful for difficult segmentation problems where the boundaries are unclear or objects are small and hard 

to distinguish. By having a model focused on these important areas, better tracking of U-Net can achieve 

the best performance of U-Net and other existing methods. Despite this improvement, this method still 

has some limitations. First, the use of the maintenance process complicates the construction, resulting in 

higher costs and longer time. This may limit its applicability in areas where access or immediate use is 

limited. In addition, although the tracking method increases the accuracy of the segmentation in most 

cases, it may not always be effective in cases where the target is subtle or the material paper is not believed. 

In this case, additional adjustments must be made to the color layer or the previous step. Future research 

can explore the following directions: Optimizing attention processes: Explore different types of attention 

(e.g., individual attention, channel attention) and their combinations to improve segmentation 

performance. Model simplification: Create a process to reduce the overhead from monitoring the process 

and make the model perform better without realism. Domain Adaptation: Apply U-Net to focus on 

different aspects of medical imaging (e.g., histopathology, ultrasound) to assess the scope of the domain 

and identify specific problems in the region. Interpretation: Provide an interpretation process to better 

understand how the monitoring process leads to decision making and provide insights to lead to further 

improvements. 
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VI. Conclusion: 

This work demonstrates that significant benefits can be achieved by integrating the tracking process into 

the U-Net architecture for image segmentation. The main results of the experiments show that the optimal 

tracking U-Net consistently outperforms the initial U-Net and other existing methods in various 

performance metrics, including Dice coefficient, Intersection over Union (IoU), precision, recall, and F1 

score. . . The model is able to focus on important areas of medical images, which leads to more accurate 

and robust segmentation, especially in difficult cases such as overlapping areas, small objects, small 

segmentation, and mindset change. The use of tracking techniques in U-Net allows the model to prioritize 

important features while ignoring irrelevant information, thereby solving some of the problems inherent 

in medical segmentation. This makes the boundaries more accurate, improves the quality of the models to 

be seen, and improves the overall segmentation performance. The potential impact of this research in the 

field of clinical image analysis is significant. Improved segmentation accuracy can directly contribute to 

improved diagnostic outcomes, making it easier to diagnose, assess, and monitor conditions. This can lead 

to better treatment plans and improved patient outcomes. 
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