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ABSTRACT: 

Deepfakes, a form of synthetic media created using deep learning and AI, enable manipulating audio, 

video, or images to produce highly realistic yet fake content. These are typically generated using neural 

networks like generative adversarial networks (GANs) or autoencoders, which analyze existing data 

patterns, such as photos or videos of individuals, to replicate facial expressions, speech, and other 

characteristics. While deepfake technology has genuine uses in entertainment, its misuse poses serious 

threats, including spreading disinformation, fabricating news, and producing explicit or defamatory 

content without consent. In countries like India and the UK, the misuse of deepfakes has emphasized the 

need for legal frameworks that address privacy, data protection, and cybercrime risks. Although existing 

laws, such as India’s Information Technology Act, Indian Penal Code, and Bhartiya Nyaya Sanhita, cover 

certain aspects, they lack specific provisions for deepfakes. The issue has gained significant attention with 

notable cases of deepfakes targeting public figures and celebrities. This technology’s rapid development 

challenges data security, privacy, and intellectual property rights, raising concerns about political 

manipulation, identity theft, and defamation. While progressing, current detection technologies are still 

limited in effectively identifying deepfakes and suggesting measures; this study emphasizes the 

importance of legal reforms, proposing amendments to existing legislation, and creating new laws 

explicitly targeting deepfakes. Additionally, it advocates for advanced detection tools to help mitigate 

these risks. By combining legal and technical approaches, the study suggests that countries collaborate 

internationally to minimize the harmful impacts of deepfakes, establishing a robust regulatory 

environment that protects individuals and institutions from this growing cyber threat. 
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INTRODUCTION 

When we hear the word deepfake, fake videos instantly come to mind. Deepfakes are not only just fake 

edited videos created for entertainment purposes but a lot more than that. The word “Deepfake” is a 

combination of two words, namely ‘deep learning’ and ‘fakes’ which suggests these are deeply faked 

content that consists of audio videos and pictures of a person put in such a way that it resembles something 

else. These are subsets of synthetic media generated by AI platforms to manipulate a person’s image and 

impersonate them convincingly. Artificial Intelligence (AI) and Generative Adversarial Networks (GANs), 

along with other machine learning techniques that are rapidly developing, are mainly used to generate the 

desired content. This technology has quickly evolved, making it more sophisticated but accessible 

simultaneously, making it even more challenging to distinguish between real and fake, i.e., artificially 

generated content. This term originated recently in 2017 when a Reddit user used AI to produce adult 

videos with the help of faces of celebrities superimposed on the bodies of those actors. That created a 
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ruckus online and unleashed that bogus technology upon the internet, creating a scope for immense 

development. Deepfakes are not merely edited or photoshopped content; they are a process for making 

accurate content from scratch using images fed to the algorithm1. These AI-generated counterfeits can 

range from swapping faces in videos to creating entirely fabricated audio recordings or pictures of 

individuals who don’t exist.2  This technology allows imposters to generate realistic content, which can 

be exhausting when distinguishing between fake and legitimate media. 

 

EVOLUTION OF DEEPFAKE TECHNOLOGY:  

Deepfake technology underwent drastic changes and eventually evolved with the upgrade in technology. 

In the early 1990s, animations and videos were created using computer-generated imagery (CGI). A 

subcategory of VFXs refers to visual effects that create real-looking scenes and images that can be static 

and dynamic in 2D or 3D. They were mainly used to make real-life-looking scenes that might be difficult 

to develop in real life. It was mainly used in movies such as Jurassic Park or Game of Thrones to create 

elaborate and fictional scenes. These were less expensive methods of giving the film a new and advanced 

look, which was less time-consuming and complex. Outside the entertainment world, CGI was also used 

in various other sectors such as real estate, art, advertising, etc. 

 Around 2014, Ian Goodfellow introduced a different technology model called Generative Adversarial 

Networks (GANs), which is software that generates outcomes based on content fed to it. It generates 

images and videos that tend to seem original but are generated through a neural network that is used for 

unsupervised learning. GANs comprise two main neural networks: a discriminator and a generator. The 

Generator attempts to fool the Discriminator, tasked with accurately distinguishing between produced and 

genuine data, by making random noise samples. Realistic, high-quality samples are produced due to this 

competitive interaction, which drives both networks toward advancement. GANs are highly versatile 

artificial intelligence tools, as evidenced by their extensive use in image synthesis, style transfer, and text-

to-image synthesis.3  

These days GANs are not the only software of combination of neural networks that are used to create 

deepfakes. The main ingredient in making such fake and artificial videos is machine learning. The maker 

should train the network appropriately and feed the required content in different angles to give the machine 

a realistic ‘understanding’ of the image and what that person looks like in various settings and angles. The 

introduction of AI and advanced technology makes it easier to superimpose images of a person over 

another in an entirely fictional or realistic situation but with a different person. The victim might be 

completely unaware of the instances shown in the video, but they may be doing something completely 

new in the generated video. While adding AI makes the process faster, analyzing the complex imagery 

and adjusting it to entirely fictional situations still takes time. GANs require massive training data and 

more time to generate images than other techniques.  Astonishingly, the best starting point for 

understanding the impact of deepfakes is immersive virtual reality (VR). In VR, one can build 

‘‘doppelgangers,’’ three-dimensional (3D) models of a given person based on photogrammetry and other 

 
1 Kinza Yasar, Nick Barney & Ivy Wigmore, What is Deepfake Technology?: Definition from TechTarget WhatIs (2024), 

https://www.techtarget.com/whatis/definition/deepfake (last visited Nov 23, 2024).  
2 What is a deepfake? Definition & Technology: Proofpoint US, Proofpoint (2024), https://www.proofpoint.com/us/threat-

reference/deepfake#:~:text=A%20deepfake%20is%20an%20elaborate,algorithms%20in%20the%20creation%20process. (last 

visited Nov 25, 2024).  
3Rahul Roy  et al. (2024) Generative Adversarial Network (GAN), GeeksforGeeks. Available at: 

https://www.geeksforgeeks.org/generative-adversarial-network-gan/ (Accessed: 26 November 2024).  
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techniques that create a 3D structure from a series of two-dimensional (2D) images. Once the 

doppelganger is built, it is simple to apply stock animations onto the 3D models and then show the people 

the VR deepfake scene in a head-mounted display or rendered as a standard 2D video animation.4. Easy 

access to online tools like Faceswap and other social media apps facilitated the creation and dissemination 

of deepfakes.5. There are growing threats to the use of deepfakes. The easy availability and feasibility of 

software such as face swap, lip sync, and puppet master have made it easier for a commoner to access and 

manipulate pictures of a person in any surroundings. As a result, deepfakes have begun sparking concerns 

amongst national security agencies regarding its potential misuse.6. 

 

TYPES OF DEEPFAKES: 

A. AUDIO DEEPFAKES: 

As the name suggests, audio deepfakes are manipulated or altered audio that seems authentic but are 

artificially generated sounds that closely resemble real-life artifacts. With the increasing use of voice 

assistants such as Google Assistant, Siri, and many more, people have started incorporating machine-

generated audio into their daily lives. These audios aim to generate human-like sounds and behavior based 

on sounds and data. However, at the same time, it is becoming humanly impossible to differentiate between 

the machine voice and the human voice. Audio deepfakes are produced through replay attacks, speech 

synthesis, and voice conversion.7 Replay attacks are defined as replaying the recording of a target 

speaker’s voice8. The victim’s voice is altered using cut-and-paste detection techniques to fake the 

sentences required by the text-dependent system. To defend against replay attacks, one can use text-

dependent speaker verification9. A current technique that detects end-to-end replay attacks is by using deep 

convolutional networks10. Machine learning is ineffective for finding replay attacks because of overfitting 

due to the variability in speech signals11. It was found in the technique to detect replay attacks with deep 

convolutional networks that they could get a perfect Equal Error Rate (EER) of 0 percent for the 

development and evaluation set for ASVspoof201712.This means the performance of the detection 

technique has been really better than that of previous ones13. Speech synthesis is one of the other 

 
4 Jeffrey  T. Hancock & Jeremy  N. Bailenson, The Social Impact of Deepfakes, Volume 24 CYBERPSYCHOLOGY, 

BEHAVIOR, AND SOCIAL NETWORKING 149–152.  
5 Kavyasri Naumotu, Deepfakes are Taking Over Social Media: Can the Law Keep Up?, 62 INTELL. PROP. L. REV., 102, 107 

(2022). See FACESWAP, https://faceswap.dev/ (last visited Mar. 26, 2024) for an available download and overview of the app. 
6 NSA, U.S. Federal Agencies Advise on Deepfake Threat, NAT’L SEC. AGENCY (Sept. 12, 2023), 

https://www.nsa.gov/Press-Room/Press-Releases-Statements/Press-Release-View/Article/3523329/nsa us-federal-agencies-

advise-on-deepfake-threats/.  
7 Anuragini Shirish, Shobana Komal. A socio-legal enquiry on deepfakes. California Western International Law Journal, 2024, 

54 (2), pp.517-560. hal-04528817 
8 ZAHRA KHANJANI , GABRIELLE WATSON & VANDANA  P. JANEJA, How Deep Are the Fakes?  Focusing on Audio 

Deepfake: A Survey 1–27.  
9 Jesus Villalba and Eduardo Lleida. [n.d.]. Preventing replay attacks on speaker verification systems. In 2011 Carnahan 

Conference on Security Technology (Barcelona, Spain, 2011-10). IEEE, 1–8. https://doi.org/10.1109/CCST.2011.6095943  
10  Francis Tom, Mohit Jain, and Prasenjit Dey. [n.d.]. End-To-End Audio Replay Attack Detection Using Deep Convolutional 

Networks with Attention. In Interspeech 2018 (2018-09-02). ISCA, 681–685. https://doi.org/10.21437/Interspeech.2018-2279  
11 Lantian Li, Yixiang Chen, Dong Wang, and Thomas Fang Zheng. [n.d.]. A Study on Replay Attack and Anti-Spoofing for 

Automatic Speaker Verification. ([n. d.]). arXiv:1706.02101 http://arxiv.org/abs/1706.02101  
12 Tomi Kinnunen, Md. Sahidullah, Héctor Delgado, Massimiliano Todisco, Nicholas Evans, Junichi Yamagishi, and Kong Aik 

Lee. [n.d.]. The ASVspoof 2017 Challenge: Assessing the Limits of Replay Spoofing Attack Detection. In Interspeech 2017 

(2017-08-20). ISCA, 2–6. https://doi.org/10.21437/Interspeech.2017-1111  
13 Francis Tom, Mohit Jain, and Prasenjit Dey. [n.d.]. End-To-End Audio Replay Attack Detection Using Deep Convolutional 

Networks with Attention. In Interspeech 2018 (2018-09-02). ISCA, 681–685. https://doi.org/10.21437/Interspeech.2018-2279  
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techniques to generate audio deepfakes. It's basically an artificial simulation of the human voice using 

machine techniques or advanced software. It is a three-step process that involves: 

• Contextual assimilation of the typed text 

• Mapping the text to its corresponding unit of sound 

• Generating the mapped sound in the textual sequence by using synthetic voices or recorded human 

voices.14 

B. TEXT DEEPFAKES: 

Text deepfakes, or synthetic text, are artificially generated written content that closely mimics human 

language. These texts are created using advanced artificial intelligence (AI) models like transformers like 

OpenAI's GPT series or Google's BERT. Trained on extensive datasets that include books, websites, and 

conversations, these models have transformed the field of natural language processing (NLP). While text 

deepfakes have opened new avenues for automation and creativity, they also raise significant ethical, 

societal, and security concerns. 

The underlying technology of text deepfakes revolves around deep learning frameworks, particularly 

transformer architectures. These models use attention mechanisms to generate coherent and context-aware 

text. These systems can produce highly realistic outputs by leveraging massive training datasets, incredibly 

when fine-tuned for specific domains like education, healthcare, or entertainment. The rise of prompt 

engineering has further refined their application, allowing users to guide these models to generate tailored 

outputs with remarkable precision. 

Text deepfakes have both positive and negative applications. On the positive side, they are revolutionizing 

industries by automating content creation for blogs, scripts, and marketing materials. In education, they 

enable the creation of personalized learning resources and summaries, while in customer service, they 

power conversational chatbots that provide human-like support. However, the darker side of text deepfakes 

includes their use in disinformation campaigns, phishing scams, and other forms of malicious 

impersonation. The subtlety of written language makes it challenging to identify deepfakes, amplifying 

concerns about misinformation and cybersecurity risks. 

The ethical implications of text deepfakes are profound. Their ability to produce near-indistinguishable 

content threatens the authenticity of written communication, potentially eroding trust in information 

sources. Furthermore, AI models can inherit biases from their training data, leading to harmful or unethical 

outputs. Detecting text deepfakes poses an ongoing challenge due to their linguistic subtlety, often making 

them less conspicuous than visual or audio deepfakes. 

Efforts to address these challenges include developing AI-based detection tools like the Giant Language 

Model Test Room (GLTR), which analyzes statistical patterns in text to identify anomalies. Researchers 

are also exploring adversarial training methods, where AI systems learn to improve by countering synthetic 

text. On a broader level, collaboration between governments, tech companies, and academia is essential 

to create ethical guidelines and policies for AI governance. 

Looking ahead, the future of text deepfakes will likely involve a combination of stricter regulations, more 

sophisticated detection technologies, and greater human oversight. By integrating these measures, it is 

possible to balance the benefits of text generation technology with the need to prevent its misuse, ensuring 

that AI serves as an aid to human creativity rather than a threat to trust and authenticity. 

 

 
14 Team Murf, The ultimate guide to speech synthesis in 2024 What is Speech Synthesis? (2024), 

https://murf.ai/resources/speech-synthesis/ (last visited Dec 2, 2024).  
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C. VIDEO DEEPFAKES: 

Video deepfakes are digitally manipulated videos that use artificial intelligence (AI) to create highly 

realistic yet fabricated content. By employing techniques such as deep learning and generative adversarial 

networks (GANs), video deepfakes can superimpose faces, mimic voices, and replicate movements to 

make it appear like someone is saying or doing something they never actually did. While this technology 

has exciting applications in entertainment and education, it poses significant ethical, legal, and societal 

risks. 

Creating video deepfakes involves training AI models on large datasets of images and videos to learn 

patterns in human facial expressions, speech, and body movements. GANs, a popular method, consist of 

two neural networks working in tandem—one generates the fake content while the other evaluates its 

authenticity. Through this iterative process, the system produces increasingly convincing results. This 

technology is also enhanced by computer vision and natural language processing advances, which allow 

for synchronizing audio and visual elements to create seamless and believable videos. Video deepfakes 

have legitimate uses in areas like film production, where they can de-age actors or create entirely synthetic 

performances, and in education, where they might bring historical figures to life. ] 

However, the darker side of this technology has garnered widespread attention. Deepfakes have been used 

maliciously in disinformation campaigns, fake news, and cybercrimes, including identity theft and non-

consensual pornography. The ability to fabricate convincing videos undermines trust in video evidence 

and raises concerns about its impact on public discourse and personal privacy. The ethical concerns 

surrounding video deepfakes are multifaceted. They challenge traditional notions of authenticity and truth, 

as highly sophisticated forgeries can fool even experienced viewers. Moreover, the technology’s 

accessibility has democratized its misuse, allowing bad actors to create harmful content with minimal 

resources.  

The psychological impact on victims, coupled with the societal repercussions of widespread 

misinformation, underscores the urgency of addressing this issue. Efforts to combat video deepfakes focus 

on both detection and prevention. AI-based detection tools analyze visual or audio element 

inconsistencies, such as unnatural blinking patterns or mismatched shadows. Blockchain technology is 

also being explored to verify the authenticity of video content through secure digital signatures. At the 

policy level, governments and organizations are introducing regulations and ethical frameworks to 

mitigate risks, including mandatory labeling of AI-generated content and penalties for misuse. Looking 

forward, the challenge lies in balancing the innovative potential of video deepfakes with the need to 

safeguard against their misuse. This requires a multi-pronged approach that combines technological 

innovation, public education, and strong legal measures. By fostering collaboration between researchers, 

policymakers, and technology companies, society can harness the creative possibilities of deepfake 

technology while minimizing its harmful effects.   

 

IMPLICATIONS OF DEEPFAKES: 

1. POLITICAL DAMAGE:  

Deepfakes are artificially created images and videos that can make a fake video that is way too realistic, 

and a normal person cannot easily discriminate between the two. Earlier in 2023, Florida Governor Ron 

DeSantis’ presidential campaign “War Room” appeared to release a video that depicted realistic deepfake 

photos of former President Donald Trump hugging and even kissing the nose of Dr. Fauci, who is the 
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former director of Allergy and Infectious Disease.15. Another example of disinformation spread through 

deepfakes occurred in March of 2022. A deepfake video began circulating on social media- the ‘video’ 

was approximately a minute in length and depicted President Zelenskyy of Ukraine appearing to advise 

his soldiers to lay down their arms and surrender during the Russian invasion of Ukraine16. Political 

conspiracies circulate so rapidly in this era where everyone uses social media and believes it 

unquestioningly. They display deceitful representations of events to lead audiences to think in fabricated 

realities.17. They create a ruckus as citizens tend to believe false information fed to them, endangering 

democracy. 

2. REPUTATIONAL DAMAGE:  

Deepfakes cause irreparable damage to a person’s image and also come under the purview of 

cyberbullying. Modifying a person’s personal data to use it for fraud and damage the societal image and 

standing of that person can cause lifetime trauma to that person and their family. Many celebrities and the 

regular public have become victims of fake narratives or content they would’ve usually not consented to. 

For instance, a fake video of celebrity actress Rashmika Mandana went viral, which created a severe 

problem in her personal and professional life. The concern must be addressed soon as it can erode public 

trust and fuel misinformation.  

3. FINANCIAL DAMAGE:  

Deepfakes can amount to substantial financial losses as they consist of AI voice modulation, copying and 

generating face and body data, and can be used to create fake voices that sound like the actual voice of the 

account owner and are very difficult to detect. This technology leads to significant financial losses with 

no accountability.  

 

LEGAL FRAMEWORK FOR REGULATING DEEPFAKES IN INDIA:  

India has many laws and regulations, but none of them specifically target deepfakes and suggest remedies 

for the aggrieved. While certain existing provisions can be used to address specific parts of deepfakes as 

a problem, specific legislation dealing with artificial media is urgently needed. Other countries, such as 

the US and the UK, are diligently working on developing deepfake regulations to combat its misuse and 

develop strategies to counter its harmful effects. In India, some existing laws do not address the problem 

directly but form a base to deal with it: 

Firstly, the RIGHT TO PRIVACY, as discussed in various international conventions such as the Universal 

Declaration of Human Rights (1948), acknowledges the need for privacy of an individual. In consonance 

with this principle, the right to privacy has been recognized as a fundamental right under Article 21 of the 

Indian Constitution, as affirmed by the Supreme Court in KS Puttaswamy vs Union of India.18. According 

to this judgment, an individual's right to privacy encompasses their ability to exercise control over 

disseminating personal information, which is both necessary and imperative.19. Furthermore, the Digital 

Personal Data Protection Bill of 2022 explicitly addresses the need to safeguard personal digital data 

 
15 Trishana Ramluckan, Deepfakes: The legal implications, 19 International Conference on Cyber Warfare and Security 282–

288 (2024).  
16 Trishana Ramluckan, Deepfakes: The legal implications, 19 International Conference on Cyber Warfare and Security 282–

288 (2024).  
17 Mina Momeni, Artificial Intelligence and political deepfakes: Shaping citizen perceptions through misinformation, Journal 

of Creative Communications (2024).  
18 (2017) 10 SCC 1 
19 Vig, Shinu. "Regulating Deepfakes: An Indian perspective." Journal of Strategic Security 17, no. 3 (2024) : 70-93.  
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whose usage is limited to lawful and consensual usage. Moreover, the proposal includes the establishment 

of a Data Protection Board that can register complaints, but the bill still awaits passage as an act, and its 

actual impact remains unobserved. The introduction of Intermediary Guidelines and Digital Media Ethics 

Code Rules, 2021 by the Indian government aims at social media and related platforms operating in India. 

They aim at compelling social media platforms to disclose any relevant information about the identity of 

users if demanded by the government. They subject social media intermediaries to accountability for user-

generated content.  

Secondly, Indian criminal laws criminalize fraudulent activities, which also include identity theft, virtual 

forgery, etc., through deepfakes and yield far-reaching ramifications for both society and individuals. The 

use of deepfakes for identity theft, defamation, manipulation of public sentiment, and propagating 

disinformation can attract criminal liability. 

 

INFORMATION TECHNOLOGY ACT:  

Section 66D of the IT act discusses punishment for cheating by personation by using computer resources, 

which extends to 3 years and a fine of up to 1 lakh rupees. 

 Section 66E of the IT Act of 2000 talks about punishment for violating privacy, which punishes the person 

for publishing or transmitting private images of a person without his/her consent and infringes their 

privacy. This carries a penalty of 2 lakh or imprisonment for 3 years or both. It also prosecutes individuals 

who deceive others or assume their identity with malicious intentions with the help of computer resources.  

The use of deepfakes for the dissemination of false information or incitement of hate and violence against 

the Indian Government is a serious crime and deserves the utmost attention. Any such false information 

that has the capability to spread hate towards the government, undermine public trust, and manipulate 

public sentiments to instigate terror and violence is subject to legal prosecution under section 66-F, which 

talks about cyber terrorism. The use of deepfakes to spread hate speech or false propaganda by leaders of 

the ruling party may create panic and violence among the citizens and can defame the person who usually 

would not have done such a thing. The propagation of such content is which gives rise to feelings of hate, 

and any act that is not in accordance with public welfare and hampers public trust is subject to legal 

provisions under this act.  

Furthermore, section 79 of the Information Technology Act of 2000 permits social media intermediaries 

to remove such deepfake content after receiving a note of it or a judicial order. However, these platforms 

are exempted from liability in some instances where the intermediary does not initiate the transmission or 

select the receiver of the transmission and select or modify the information contained in the transmission. 

Provided that the intermediary observes due diligence under this act while discharging their duties. But in 

the case of Myspace Inc. v Super Cassettes Industries Ltd (2017), the Court ruled that in situations 

involving infringement of copyrights, the intermediaries are obligated to remove the infringing material 

upon receipt of a notice from private parties, even if a Court order is not explicitly issued.20  

 

COPYRIGHT LAWS: 

The Indian Copyrights Act, 1957, along with Copyright Rules 1958, encompasses the legal framework for 

protecting copyrights. As per the act, the term ‘work’ includes any type of work, including drawings, 

engravements, photographs, musical work, logos, computer compilation, etc. 

 
20 Vig, Shinu. "Regulating Deepfakes: An Indian perspective." Journal of Strategic Security 17, no. 3 (2024) : 70-93.  
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If an individual utilizes copyrighted material without authorization to create deepfakes, it is also subject 

to prosecution under this act. It imposes penalties on people who use artistic and innovative creations of 

other people to create fake videos or photos to spread misinformation.  

Section 51, mainly, talks about situations where copyright in a work is deemed to be infringed and 

establishes penalties for specific offenses related to copyright infringement. Deepfakes that encroach into 

people’s personal work to modify or alter the same to make it a fake creation are subject to penalties. 

 

BHARTIYA NYAYA SANHITA, 2023: 

BNS acknowledges the need for freedom of speech and expression and protects a person’s privacy. The 

complexity arose due to the rapid evolution of social media with the propagation of misinformation. It 

requires careful consideration to avoid censorship while effectively combating harmful misinformation.21.   

Section 353 of BNS talks about statements conducted to public mischief, which punishes offenders who 

knowingly and intentionally spread false information, rumor, or reports, including electronic means. It 

also includes misinformation that is used to create alarm in public, induce fear or alarm, and promote 

enmity, hatred, or ill will among various groups.  

Section 356 of BNS talks about defamation in which whoever damages the image and reputation of a 

person by words, either written or spoken, knowingly to harm the reputation of such person is said to have 

defamed him/her, which is punishable under the act. Deepfakes are deemed to defame a person by 

spreading fake content that they would have usually not agreed to on platforms where people see it and 

their societal image is hampered.  

Section 318 describes cheating, where whoever deceives someone else by dishonesty or fraud without 

their consent is said to have cheated, and it is also punishable under the Sanhita. 

India presently has no legislation that deals explicitly with deepfakes, and existing legal frameworks do 

not offer a definition for them. Deepfakes utilize artificial intelligence, machine learning, and sophisticated 

image/audio techniques to produce synthetic media that distorts the portrayal of people or occurrences. 

Establishing a legal definition for deepfakes would assist lawmakers and officials in differentiating them 

from other forms of digital alterations, creating a foundation for specific regulations.  

• Issues with Current Legislation : 

• Existing legislation fails to sufficiently tackle the effects of deepfakes on public perception, personal 

reputation, and privacy rights.  

• Recognizing the originator and executing prompt legal measures is challenging, particularly as 

deepfakes proliferate quickly. Social media platforms are crucial, yet they are not currently required 

to actively monitor and eliminate deepfake material.  

•  Suggestions for India:  

1. Preventive Steps: Implement legislation requiring prompt action, proactive identification, and 

elimination of deepfake materials by online platforms through content moderation algorithms and 

digital watermarking.  

2. Intermediary Responsibilities: Obligate online intermediaries to immediately observe, identify, and 

report deepfake actions.  

 
21 Countering misinformation; provisions under the Bharatiya Nyaya Sanhita, 2023, CyberPeace, 

https://www.cyberpeace.org/resources/blogs/countering-misinformation-provisions-under-the-bharatiya-nyaya-sanhita-2023.  
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3. Legal Ramifications: Enforce harsh punishments, such as fines and jail time, for intentionally creating 

or sharing deepfakes.  

4. Focused Regulations: Create precise rules for deepfake crimes to fill the voids in current legislation.  

5. Rapid Response Systems: Guarantee prompt identification and action to reduce damage.  

6. These measures may assist India in establishing a solid framework to tackle the issues presented. 

7. Technological Methods to Fight Deepfakes  

Alongside creating laws and regulations, there is an urgent requirement for technological solutions to assist 

in moderating online content, especially on social media platforms. Utilizing technological solutions is a 

forward-thinking strategy to identify deepfakes prior to them becoming widely popular on platforms such 

as Instagram, Facebook, or YouTube.  

Governments can allocate resources to research and development initiatives focused on developing 

technologies to identify and mitigate deepfakes. Partnering with universities, research institutions, 

technology firms, and startups can advance the creation of technologies for authenticating and verifying 

digital content. Additionally, governmental agencies can collaborate with the technology sector to create 

benchmarks for content validation and promote the incorporation of deepfake detection technologies on 

major social media platforms.  

Initiatives by Tech Firms  

Social media companies play a crucial role in addressing the deepfake problem since these platforms serve 

as key distribution channels. In 2020, Meta (previously known as Facebook) established a policy 

prohibiting deepfakes meant to deceive the audience while permitting AI-modified content for parody and 

satire. Law enforcement should stay updated on these policies since these platforms frequently contain 

evidence or harmful content.  

Leading technology firms have also created tools for detecting deepfakes:  

• Meta: Developed an AI tool that detects deepfakes by reverse-engineering one AI-generated image to 

find its source.  

• Google: Launched an extensive dataset of visual deepfakes, now integrated into the Face Forensics 

benchmark.  

• Microsoft: Created the Microsoft Video Authenticator, designed to examine images or videos to assess 

the probability of alteration.  

Although existing regulations mainly concentrate on online removals and legal action against criminals, 

they neglect to consider the complexities of generative AI technology and the wide range of damage it can 

inflict. Establishing collaborations with the technology sector to exchange knowledge, data, and best 

practices can aid in developing innovative approaches to address deepfake-related risks.  

Multiple global initiatives seek to address the proliferation of deepfakes:  

• World Economic Forum: The Digital Trust Initiative (introduced in 2022) encourages ethical 

technology advancement to protect societal principles. Its Global Coalition for Digital Safety promotes 

a cooperative strategy that includes governments, private sector organizations, and citizen groups to 

improve media literacy and combat misinformation.  

• European Union (EU): Provided funding via its Horizon 2020 initiative to enhance cybersecurity 

research, encompassing initiatives focused on combating disinformation and detecting deepfakes.  

Adjusting Solutions for India  

While the EU's strategies have proven successful, implementing them in India could be difficult because 

of variations in technological systems, legal structures, and social-cultural environments. India needs to 
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customize its strategy, taking cues from global initiatives while tackling its specific issues.  Cooperation 

among government agencies, the technology sector, educational institutions, and civil society is essential 

for developing and executing effective measures to limit the proliferation of deepfakes in India.  

   

SUMMARY:  

Deepfakes, an advancing technology, pose considerable issues by allowing the generation of highly 

realistic synthetic media that can distort perceptions, damage reputations, and endanger privacy. Although 

the technology has valid uses in areas such as entertainment and education, its improper use poses serious 

issues regarding misinformation, political manipulation, and cybercrime.  

In India, the lack of dedicated laws aimed at deepfakes has created significant shortcomings in mitigating 

their possible dangers. Current legislation, including the Information Technology Act and stipulations 

within the Indian Penal Code, offers a restricted framework for addressing problems such as identity theft 

and defamation but falls short of addressing the specific challenges presented by deepfake technology.  

To effectively address these threats, a multi-faceted strategy is crucial. Enhancing the legal structure with 

precise definitions, focused legislation, and strict penalties can prevent harmful use. At the same time, 

utilizing cutting-edge detection technologies and promoting cooperation among government bodies, the 

tech sector, and civil society can improve the ability to identify and reduce the proliferation of deepfakes. 

Gaining insights from global initiatives while adapting methods to India's unique sociocultural and 

technological landscape will be essential.  

By merging substantial legal reforms with advanced technological solutions, India can create a regulatory 

framework that safeguards its citizens from the detrimental effects of deepfakes while promoting 

responsible innovation in artificial intelligence.  
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