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Abstract 

Early detection and diagnosis of mental health disorders based on patient-reported symptoms is vital in 

mental health care. This research proposes an ensemble learning pipeline for predicting mental health 

disorders using symptoms and demographic data. The pipeline incorporates preprocessing techniques 

such as standardization, one-hot encoding, and Term Frequency - Inverse Document Frequency 

transformation, and addresses class imbalance with the Synthetic Minority Over-sampling Technique to 

enhance predictions of rare disorders. Multiple classifiers, including Random Forest, Gradient Boosting, 

XGBoost, CatBoost, and LightGBM, are combined in a voting classifier, with each model optimized 

using Grid Search. The pipeline's performance is evaluated on its ability to predict mental health 

disorders, showing potential for supporting clinical diagnosis. CatBoost proves effective in certain 

models, while LightGBM delivers strong performance across most. The models achieve around 95% 

accuracy, demonstrating strong discrimination between disorders and other conditions. 

 

Keywords: Mental Health Disorder Prediction, Voting Classifier, SMOTE, Random Forest, Gradient 
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1. INTRODUCTION 

Mental health disorders constitute a huge global health challenge, impacting people of all walks of life 

and very significantly influencing daily living, interpersonal relations, and quality of life in general. 

According to the World Health Organization [1], one in four people will experience a mental health 

disorder at some point, with depression affecting over 264 million people alone. In fact, many 

individuals never get to be diagnosed or receive proper treatment due to barriers such as stigma, cultural 

beliefs, and limited access to mental health services. 

This burden is especially severe in low- and middle-income countries, where treatment resources are 

meager. Mental health disorders often have complex etiologies that include genetic and 

neurodevelopmental factors, making conventional diagnosis less effective. Much of the symptoms are 

subjective, which makes diagnosis even more challenging, calling for innovative solutions. 
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Artificial Intelligence (AI) and Machine Learning (ML) provide new opportunities to address the 

problems, as machine learning models can perform massive data processing to reveal patterns that 

human clinicians cannot perceive. Ensemble classifiers can reduce the variance and biases found in 

single-model approaches by finding subtle correlations, thereby providing more accurate prediction. 

This study aims to build accessible diagnosis tools focused on the need for early identification, to reduce 

the growing mental health burden. The ensemble models will be applied in predicting mental health 

disorders by employing class imbalance correction techniques like Synthetic Minority Over-sampling 

Technique (SMOTE) and Term Frequency- Inverse Document Frequency (TF-IDF) vectorization to 

transform the symptom descriptions into usable data. 

Beyond diagnosis, ML contributes to treatment planning and personalization, improving the accuracy of 

treatment outcome predictions and aligning with precision medicine. However, ethical concerns such as 

patient privacy, informed consent, and bias must be carefully addressed. Ensuring that AI in Mental 

Healthcare is implemented equitably and responsibly is critical for developing fair, unbiased diagnostic 

tools. AI has the potential to make mental healthcare more efficient and accessible across diverse 

populations and settings. 

 

2. LITERATURE REVIEW 

The diagnosis of disorders from symptoms has become a significant focus in healthcare analytics, 

particularly with the advent of advanced machine learning techniques. Early diagnosis and appropriate 

treatment can significantly improve patient outcomes and optimize healthcare resource utilization. This 

review examines various methodologies for predicting disorders from symptoms, highlighting current 

state-of-the-art techniques, their accuracy, and potential avenues for future research. 

Multiple studies have explored the application of machine learning algorithms in mental health 

prediction, with varying degrees of success. Gradient Boosting has emerged as a particularly effective 

method, as demonstrated by Chung and Teo (2020), who reported an accuracy of 88.80%, closely 

followed by Neural Networks at 88.00% [2]. Chekroud et al. (2016) further showcased the potential of 

Gradient Boosting in personalized treatment planning, predicting successful remission in patients treated 

with citalopram with 64.6% accuracy [3]. 

Other algorithms have also shown promise; Tate et al. (2020) utilized Random Forest and Support 

Vector Machines on twin data, achieving AUC values of 0.739 and 0.735, respectively [4]. Similarly, 

Sumathi et al. (2018) discusses five basic mental health disorders occurring among children described 

using kappa statistics, accuracy, and AUC-ROC values [5]. S. Mohamed et al. (2019) implemented 

Support Vector Machines, Multilayer Perceptron, and Random Forest, while Sahlan et al. (2021) reached 

64% accuracy using Decision Trees in predicting mental health for university students [6, 7]. 

The source and nature of data used in these studies vary widely. Le Glaz A et al. (2021) also highlighted 

similar trends, emphasizing the integration of machine learning and natural language processing 

techniques in this domain [8]. Marquez et al. (2020), Bibo Hao et al. (2021), and M. Joshi et al. (2022) 

all discussed the impact of social media data, while latter ones focused on Machine Learning and Deep 

Learning achieving accuracy rates [9, 10, 11]. Deepali et al. (2019) and Wang et al. (2020) explored 

unsupervised and ensemble learning techniques respectively on social media data [12, 13]. 

However, challenges remain. Chancellor and De Choudhury (2020) highlighted the lack of standardized 

guidelines for validating mental health assessments on social media, leading to issues with 

reproducibility and real-world generalization [14]. Many researchers, including Sahlan et al. (2021) and 
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Q. Feng et al. (2022), emphasized the need for larger datasets, advanced preprocessing techniques, and 

the integration of genetic information and multimodal data to improve predictive accuracy [7, 15]. 

Some studies focused on specific demographics or time frames. Su et al. (2017) and Rothenberg et al. 

(2019) applied machine learning to early childhood data to predict adolescent mental health outcomes, 

emphasizing the importance of early intervention [16, 17]. Jeyabose et al. (2020) reviewed various 

mental health disorders among adolescents [18]. Madububambachu et al. (2021), Abdullah et al. (2022), 

and others have called for multi-dimensional studies and standardized evaluation procedures to enhance 

the robustness and generalizability of predictive models [19, 20]. 

As the field progresses, researchers like Jain et al. (2022) suggest that while machine learning techniques 

show great potential in improving current predictive models, more comprehensive studies are needed 

[21]. 

 

3. DATASET DESCRIPTION 

The dataset provides detailed information about mental health disorders, their symptoms, and associated 

treatments. Below is an explanation of the disorders, their symptoms, and common treatments: 

1. Major Depressive Disorder (MDD): It is diagnosed when an individual has a low or depressed 

mood, anhedonia or decreased interest in pleasurable activities, feelings of guilt or worthlessness, 

lack of energy, poor concentration, appetite changes etc. Treatments typically involve Cognitive 

Behavioral Therapy (CBT) and medications like Selective Serotonin Reuptake Inhibitors (SSRIs), 

Serotonin Norepinephrine Reuptake Inhibitors (SNRIs) [22]. 

2. Persistent Depressive Disorder (PDD): persistent depressive disorder is characterized by a 

depressed mood that occurs for most of the day, for more days than not, for at least 2 years, or at 

least 1 year for children and adolescents [23]. Treatments often combine long-term talk therapy, 

psychotherapy specifically CBT, with antidepressants. 

3. Post-Traumatic Stress Disorder (PTSD): Post-Traumatic Stress Disorder (PTSD) develops after 

trauma, causing flashbacks, nightmares, and severe anxiety. Key symptoms include persistent 

intrusive recollections, avoidance of stimuli related to the trauma, negative alterations in cognitions 

and mood, and hyperarousal [24]. Treatment options include Trauma focused exposure therapy, 

CBT and Eye Movement Desensitisation and Reprocessing (EMDR) therapy to be effective [25]. 

4. Eating Disorders: This category includes disorders like Anorexia Nervosa and Bulimia Nervosa, 

characterized by disturbances in eating behaviors. Symptoms range from extreme food restrictions to 

binge eating with compensatory behaviors [26]. Treatment involves psychotherapy, particularly 

CBT, and nutritional counseling to promote healthy eating patterns. 

5. Social Anxiety Disorder (SAD): SAD is characterized by intense fear in social situations, leading to 

avoidance and impairment in daily life. Symptoms include fear or anxiety in social situations in 

which the individual is exposed to possible scrutiny by others and a fear of acting in a way that will 

be negatively evaluated by others (either resulting from the individual’s own behavior or from 

showing anxiety symptoms such as blushing, trembling or sweating) [27]. Treatment typically 

includes CBT and medications like SSRIs. 

6. Obsessive-Compulsive Disorder (OCD): OCD is characterized by persistent disturbing thoughts, 

images, or impulses (obsessions), or repetitive, ritualized behaviors that the person feels driven to 

perform (compulsions), or both. Effective treatments include Exposure and Response Prevention 

(ERP) therapy and SSRIs [28]. 
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7. Bipolar Disorder: This disorder is characterized by extreme mood swings, including manic or 

hypomanic episodes and depressive episodes. Manic phases involve increased energy, while 

depressive phases resemble symptoms of MDD. Treatment typically includes mood stabilizers such 

as lithium or other antidepressants, along with psychotherapy like CBT [29]. 

8. Schizophrenia: Schizophrenia is a severe mental illness marked by distorted thinking and 

perception, with key symptoms being hallucinations and delusions. Treatment includes antipsychotic 

medications combined with supportive therapy [30]. 

9. Generalized Anxiety Disorder (GAD): Generalized anxiety disorder (GAD) is characterized by 

extreme and uncontrollable worries and is associated with other anxiety disorders, depression, and a 

range of physical health disorders. Treatments include Mindfulness-based Cognitive Therapy [31]. 

10. Panic Disorder: Panic attacks are sudden, sometimes unexpected paroxysmal bursts of severe 

anxiety, accompanied by several physical symptoms (eg, cardiorespiratory, otoneurological, 

gastrointestinal, or autonomic). Treatment often involves CBT, SSRIs and EMDR [32] . 

 

Figure 1. Count of Each Mental Health Disorder in Dataset 

 
 

The above Figure 1. depicts the distribution of the count of each mental health disorder in the dataset. 

The dataset records symptoms associated with each disorder, helping understand the symptomatic 

presentation and overlap among different mental health conditions. This comprehensive dataset aids in 

analyzing the prevalence, distribution, and symptomatology of mental health disorders across various 

demographic groups, providing valuable insights for mental health diagnosis and research. 

 

4. METHODOLOGY 

4.1. Preprocessing Data 

Extracting an important feature by preprocessing the dataset, catering to missing values and data 

standardization in "Age", transformations applied here are differentiated with a consideration for the 

numeric requirement of the model in ML. Here, the strategy used is a median approach where missing 

values are replaced by the median value of that column without disturbing the distribution as no problem 

arises due to the presence of outliers. Standard Scaler-features standardized by removing the mean and 

scaling into unit variance; it puts these values onto the comparable scale with other features. In that way, 

performance will not be affected in the models sensitive towards scales of the features. 

The column "Sex" needs another set of transformations among the categorical features. These are 

changes which involve replacing the missing values in the "Sex" column based on the strategy of using 

the most frequent value, known otherwise as the mode in statistics. In this case, this most frequent 

category fills in the missing value in that column such that no disruption is caused to the distribution for 

those categorical variables. The categorical data obtained is then one-hot encoded into binary variables, 
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one for each category, so that the transformed data could now be used as the input to the ML models that 

require numerical input. Since the textual data in the column "Symptoms" needs to be converted into 

numerical format vectors, so the ML models may be trained over it 

 

Figure 2. Mental Health Dashboard 

 

This is made possible through the use of the Term Frequency-Inverse Document Frequency Vectorizer, 

commonly referred to as the TF-IDF Vectorizer. This technique in NLP preprocessing involves 

transforming text data into numerical features by looking at the relevance of a word in a document to a 

corpus that is a collection of documents. At its most simply, TF-IDF vectorization involves two parts: 

Term Frequency, which gives a measure of how commonly a term occurs in a given document, and 

Inverse Document Frequency, which gives a measure of how important a term is based on the count of 

the term in related documents or corpus of documents. 

These preprocessing steps are to be placed inside a Column Transformer, which is a good way to 

efficiently and flexibly apply the proper transformations for the different kinds of features of a dataset. 

Column Transformer ensures all these preprocessing measures are consistently and systematically 

applied so that the data becomes ready for subsequent machine learning tasks. 

4.2 Machine Learning Models 

The authors use a combination of machine learning models and ensemble techniques in the prediction of 

mental health disorders. A Voting Classifier includes these optimized models by doing hyperparameter 

tuning and utilizing the strengths of each model. 

1. Random Forest Classifier: 

An ensemble has been added along with a classifier such as Random Forest. It is a model that produces a 

lot of decision trees and aggregates the prediction of each. The number of estimators in the trees was 

tuned with GridSearchCV, along with the values at 200. A fixed random state is ensured in order to get 

reproducibility. 

2. Gradient Boosting Classifier: 

Gradient Boosting is another model in the ensemble. It builds models sequentially, correcting errors 

from previous models. The number of estimators is tuned through GridSearchCV with options of 200. 
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That helps determine the right number of boosting stages for best performance. 

3. XGBoost Classifier: 

The ensemble consists of XGBoost, known for its speed and performance. Estimators are tuned by using 

GridSearchCV with estimators of 200. XGBoost is apt for handling large datasets due to its efficiency. 

4. CatBoost Classifier: 

CatBoost, which is especially good with categorical data, is also in the ensemble. GridSearchCV 

optimizes the number of iterations instead of the number of estimators by testing 200 iterations. This 

helps balance between speed and performance for CatBoost. 

5. LightGBM Classifier: 

Quick training on large datasets using the LightGBM model is added to the ensemble. Again, like all the 

other models, the number of estimators in this model is tuned using GridSearchCV by testing 200 

estimators. 

All of the above models are then put together in a Voting Classifier that uses soft voting, which 

aggregates each classifier's predicted probabilities and makes the final prediction based on that. In other 

words, it enables the model to leverage the power of each individual algorithm. 

The ensemble is optimized along hyperparameters, and the code uses GridSearchCV with 3-fold cross-

validation focusing on the F1-score to evaluate performance. The model is trained on resampled data 

with SMOTE since it corrects for class imbalances that tend to be better predictors for rare disorders. 

 

5. ARCHITECTURE 

Figure 3. Architecture for Mental Health Disorder Detection 
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The architecture proposed includes lots of preprocessing and transformation techniques of the data 

combined with several ensemble learning models to attain the greatest achievable performance while 

diagnosing ten different unique mental health disorders according to the symptoms they display. 

To prepare the dataset for the analysis, textual data is converted via TF-IDF vectorization that translates 

textual information into numerical features which quantifies word importance and overall context with 

the dataset and helps the model understand symptoms. 

In order to balance the classes in the dataset, SMOTE is applied. SMOTE creates synthetic samples of 

the minority classes to ensure equal representation while training the model. This is an important step for 

better performance when the models have to predict disorders that are not so frequent. 

After preprocessing, there are several ensemble models in use: Random Forest Classifier, XGBoost 

Classifier, Gradient Boosting Classifier, CatBoost Classifier, and LightGBM Classifier. The soft voting 

ensemble method is used for training each model uniquely and, in turn, the predictions obtained from 

them. Here, probabilities predicted by each model are averaged-that adds to the accuracy and strength of 

final predictions. It makes use of the strength of every model by reducing its own weaker feature. 

The output obtained upon classifying mental disorders is then used to perform hyperparameter tuning 

and optimize the parameters of the ensemble model to have an ideal output. GridSearchCV checks all 

the possible combinations of the hyperparameters that are mentioned. Doing this ensures that the 

ensemble model it fits is highly configured for the best performance. 

The final output of this structured approach provides insight into the diagnosed mental health condition 

based on the input features. Therefore, efficiently combining the preprocessing steps with ensemble 

learning and hyperparameter tuning, the pipeline gives its performance while handling complex data 

regarding mental health. 

Algorithm- Symptom based Disorder Detection 

Input: CSV file containing mental health data 

Output: Trained models, performance metrics, and confusion matrices for each disorder 

procedure Main 

data ← LoadData() 

X, y ← PreprocessData(data) 

param_grids ← DefineParameterGrids() disorders ← DefineDisordersList() 

for each disorder in disorders do 

TrainAndEvaluateForDisorder(X, y, disorder, param_grids) 

end for end procedure 

function LoadData() 

data ← ReadCSVFile() return data 

end function 

function PreprocessData(data) 

numeric_features, categorical_features, text_features ← 

DefineFeatureTypes() 

preprocessor ← CreatePreprocessorPipeline() 

X ← ApplyPreprocessor(preprocessor, data) y ← ExtractLabels(data) 

https://www.ijfmr.com/
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return X, y 

end function 

function TrainAndEvaluateForDisorder(X, y, disorder, param_grids) X_train, X_test, y_train, y_test ← 

SplitData(X, y) 

X_train_resampled, y_train_resampled ← ApplySMOTE(X_train, y_train) classifiers ← 

InitializeEnsembleClassifiers() 

for each classifier in classifiers do 

grid_search ← PerformGridSearchCV(classifier, param_grids) best_model ← FitModel(grid_search, 

X_train_resampled, 

y_train_resampled) 

predictions ← MakePredictions(best_model, X_test) 

metrics ← CalculatePerformanceMetrics(y_test, predictions) PrintResults(metrics) 

cm ← CalculateConfusionMatrix(y_test, predictions) 

end for end function 

 

The algorithm first initializes models and sets probability thresholds for a given diagnosis. The 

symptoms given by the user are preprocessed into a vector of numbers, then input into the models. The 

ensemble model provides the probability that it assigns to each disorder using the symptoms. If the 

predicted probability exceeds a threshold, a disorder is likely; otherwise, no disorder can be concluded 

with confidence because none of the probabilities surpass the threshold. 

Thus, from time to time, updating and training with fresh data are important in keeping the system sound 

in terms of diagnostic accuracy and precision regarding positive cases, and thereby making the system 

sound in diagnosing mental disorders from their symptoms. The subsequent parts of the research paper 

will explain the experimentation process and the results obtained by applying these methods. 

 

6. EXPERIMENTATION AND RESULTS 

6.1. Stratification-Based Splitting Strategy 

The dataset is split based on the stratification principle in such a way that keeps the representation about 

mental health disorders fair, that includes a number of classes the same for every class. This will ensure 

proportionate representation of each of the classes in both training and test datasets. Percentages will be 

80% in relation to training and 20% in relation to testing. 

6.2. Training and Tuning the Model 

Class imbalance is addressed by using SMOTE on the train set in order to balance for each class. 

Machine learning models and ensemble methods are used in diagnosing mental health issues based on 

symptoms. Among the classifiers used are Random Forest, Gradient Boosting, XGBoost, CatBoost, and 

LightGBM. These are done within a Voting Classifier ensemble, where soft voting was used wherein 

average predicted probabilities given by each model will generate a final diagnosis. 

We apply GridSearchCV to perform hyperparameter optimization. In the case of models, 

hyperparameters will be the number of estimators and iterations. With increased weights towards 

minority class examples, each model is trained a few times. At each iteration, models are scored by the 

number of how well they can classify it on a validation split. The best-performing balanced accuracy 

with minimal false positives selects the hyperparameters for the final model. 
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6.3. Performance Evaluation 

The ensemble model is assessed based on accuracy, balanced accuracy, and classification report. 

However, predictions are done on the probability of the occurrence of a particular mental health disorder 

by a subject. Through inputting the symptoms of its sufferers, the model calculates the chances of 

disorder in people through machine learning to provide insights leading toward mental health diagnosis. 

The techniques used here offer a complete disorder analysis pertaining to early diagnosis with robust 

model selection and evaluation. 

6.4. Results 

Very encouraging results are shown by the produced research with accuracies over 94% for all disorders. 

The performance was significantly enhanced with a soft voting classifier on LightGBM, and in two 

cases, CatBoost showed better performance. Especially in the evaluation for Panic Disorder, the 

accuracy and outcomes from all models, including the ensemble, pointed out the efficiency of the 

approach implemented. 

 

Table 1. Panic Disorder Accuracy Distribution 

 

Sr. No. 

Panic Disorder Accuracy 

Distribution 

Classifier Name Accuracy 

1. Random Forest 88.99% 

2. Gradient Boosting 92.47% 

3. XGBoost 93.80% 

4. CatBoost 94.89% 

5. LightGBM 96.03% 

6. Ensemble Results 94.56% 

  

Figure 4. Confusion Matrix for Panic Disorder  

 
 

 

Table 2. Overall Results 

Sr. No. Overall Results 

Disorder Name Classifier Selected Accuracy 

1. Bipolar Disorder LGBM 95.46% 

https://www.ijfmr.com/
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2. Panic Disorder LGBM 96.03% 

3. OCD LGBM 96.64% 

4. MDD LGBM 95.51% 

5. Dysthymia LGBM 96.38% 

6. PTSD CatBoost 93.56% 

7. Eating Disorder LGBM 96.93% 

8. Social Anxiety Disorder CatBoost 94.44% 

9. Schizophrenia LGBM 95.57% 

10. GAD LGBM 95.75% 

 

Figure 5. Model Accuracy for different Mental Health Disorders 

 
7. FUTURE SCOPE 

The data sources should be diversified, clinical data integrated, and more innovative machine learning 

techniques developed to make the prediction models of mental health more accurate and clinically 

applicable. Further, incorporating channel selection and detection using brain imaging techniques like 

EEG and fMRI can dramatically improve the precision and reliability of early diagnosis because it 

provides instantaneous knowledge about what's occurring in the neural activity and brain architecture. 

These techniques may be helpful in determining the neural correlates of mental health disorders hence 

paving a way for possible development of biomarkers which may help in early diagnosis and 

interventions. 

 

8. Conclusion 

The research proposed a machine learning-based pipeline for the identification of mental health 

disorders, treating complex data efficiently, such as preprocessing imputation, scaling, and TF-IDF 

vectorization. The integrated classifiers are built with Random Forest, Gradient Boosting, XGBoost, 

CatBoost, and LightGBM using SMOTE in handling class imbalance to have achieved accuracy 

between 93.56% and 96.93%. They gained their best performance in the model for the Eating Disorder 

at an accuracy of 96.93%. These results confirm the robustness of models under a variety of conditions, 

including Bipolar Disorder and GAD. Where one can see areas for improvement, this method provides 

valuable insights for early detection and personalized treatment of mental health disorders, facilitating 

https://www.ijfmr.com/


 

International Journal for Multidisciplinary Research (IJFMR) 
 

E-ISSN: 2582-2160   ●   Website: www.ijfmr.com       ●   Email: editor@ijfmr.com 

 

IJFMR250135963 Volume 7, Issue 1, January-February 2025 11 

 

timely diagnosis and intervention. 
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