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Abstract 

The Iris Attendance CASIA Project incorporates iris recognition technology into attendance systems in 

an advanced manner. With the CASIA Iris Dataset used for precise and reliable identification, this project 

starts structured with data preprocessing; thus, images are converted to grayscale and resized to 128x128 

pixels, followed by normalization for consistency. In this case, with a pre-trained Iris segmentation model 

on Roboflow, iris regions are accurately detected and segmented, ensuring high-quality annotation. The 

processed and tagged data are used to train a CNN designed for the robust extraction of features, reduction 

of dimensionality, and classification. The Convolutional Neural Network (CNN) uses an Adam optimizer 

and sparse categorical cross-entropy loss during training to ensure efficient learning. Model evaluation 

metrics, like accuracy, validate the system’s performance, showing promise for precise iris recognition as 

well as its application in automated attendance systems. 
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1. INTRODUCTION 

Nowadays, with many applications such as secure facilities, corporate settings, and education, accuracy 

and dependability of attendance management systems have become important in several domains. 

Traditional approaches like RFID-based systems or manual roll calls are exposed to fraud, inefficiency, 

and error. Iris recognition technology, among the other biometric technologies with unparalleled 

accuracy, security, and convenience, provides an intelligent solution to these challenges. Among them is 

TrackNCount, an advanced initiative that utilizes complex algorithms such as YOLOv8 and The human 

iris is a great biometric identifier due to its unique and stable patterns. Iris patterns are not very susceptible 

to physical or environmental variations and remain unchanged during the entire lifetime of a person, 

unlike other biometric attributes such as fingerprints or facial features. By making use of this, iris-based 

attendance systems provide a highly accurate and non-intrusive means of identification. 

It has been an attractive technology because of its high accuracy, dependability, and non-intrusiveness. 

Much research has been done on iris recognition technology by many in the biometrics industry. Various 

researches and developments have shown that the efficiency of iris-based systems for identification and 

authentication in various applications, including security, access control, and attendance management, is 

of the highest level. TrackNCount is based on the YOLOv8 algorithm, which is a state-of-the-art object 

identification model that can analyze video frames in real-time. Even in complex and dynamic traffic 

scenarios, YOLOv8's architecture can identify and classify vehicles with great accuracy. The outputs that 

form the basis for further monitoring and analysis are bounding boxes, confidence ratings, and item 
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classifications. The system will accurately identify different types of vehicles, thus ensuring it can handle 

different traffic conditions such as highways and crossings. 

Large-scale datasets, such as the CASIA Iris Dataset, widely used in academic and commercial research, 

often serve as a foundation for developing iris recognition algorithms. Previous work using this dataset 

has focused on improving recognition performance through techniques related to feature extraction, 

segmentation accuracy, and image preprocessing. For example, research into grayscale normalization, 

image scaling, and noise reduction techniques has aimed to ensure data consistency before feature 

extraction. 

Early techniques of segmentation have utilized conventional algorithms, the Hough Transform, in finding 

the iris boundaries. In order to achieve improved accuracy in iris segmentation, recent methods employ 

deep learning-based models. The platform Roboflow and proprietary CNNs have automated the process 

of segmentation and optimized it by handling problems such as partial obstructions, illumination 

fluctuations, and occlusion. 

An important characteristic of the system is speed estimation, which becomes an integral part for rating 

the traffic dynamics as well as for the identification of the violating speed. The Euclidean distance formula 

is used to compute the speed of a vehicle through how many meters it travels from one frame to another, 

using a conversion factor beforehand to translate this into measurements in pixels per meter. Computed 

speed values, as well as unique vehicle identification numbers, are transmitted to give users practical 

insights into the traffic conditions and possibly occurring safety hazards. 

There have also been significant advancements in feature extraction and classification. CNNs and other 

deep learning architectures have replaced or complemented traditional handcrafted feature descriptors, 

such as Gabor wavelets. These methods are better at recognizing and classifying the iris because they can 

better capture its complex patterns. 

Iris recognition has been embedded in attendance systems to provide reliability and eliminate fraudulent 

acts such as proxy attendance. Studies have revealed that techniques of iris recognition and machine 

learning can dramatically reduce error rates and increase system scalability. The application of pre-trained 

models for transfer learning was also discussed in order to speed up the training process of models and 

improve their accuracy with little data. 

Notwithstanding the advances, research goes on in these fields which encompasses concerns such as 

computation efficiency, real-time processing, and generalization capability of several datasets. On 

combining all these sophisticated preprocessing, segmentation, and CNN-based classification, Iris 

Attendance CASIA Project succeeds the earlier development of building further iris-based attendance 

systems. The objective of this project was to develop an attendance management system that would be 

scalable and reliable while filling the gap left by the shortcomings of existing approaches. 

 

2. LITERATURE SURVEY 

Singh and Prasad (2020) discuss advanced biometric identification systems, focusing on the development 

of new approaches, challenges, and applications. The article underlines advancements in multimodal 

systems, deep learning integration, and security improvements to enhance identification accuracy and 

reliability. [1] 

A broad overview of biometric recognition systems is discussed by Wang and Zhang in 2019, 

encompassing information about various modalities, system topologies, and performance indicators. 

Although the study accounts for issues of scalability and resilience, it also depicts advancements in feature  
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extraction and matching methods. [2] 

Yu and Liu summarized the latest advances in iris recognition technology, including advanced algorithms, 

novel hardware, and application scenarios, in 2018. It talks about the issues associated with the 

improvement of accuracy and noise reduction in complicated situations. [3] 

Li and Wei (2017) propose a deep learning-based feature extraction technique in an attempt to improve 

the accuracy and robustness of iris detection. The basis for such studies is the ability of convolutional 

neural networks to learn complex iris patterns for precise identification. [4] 

Gao and Liu 2016 discuss recent trends of progress in iris recognition with impacts on biometric systems 

toward the future. This paper refers to the prospects of the Iris-based solutions for Security, Identity 

applications as well as technological development and hurdles of the same. [5] 

Gao and Liu 2016, discuss recent trends of progress in iris recognition with impacts on biometric systems 

toward the future. This paper refers to the prospects of the Iris-based solutions for Security, Identity 

applications as well as technological development and hurdles of the same. [6] 

Verma and Arora (2014) review a variety of modalities, system topologies, and application areas in their 

assessment of biometric systems. The article focuses on the developments in image processing and 

recognition algorithms in an attempt to improve the accuracy and efficiency of the system. [7] 

This research has covered the development in biometric recognition technologies of algorithms, sensors, 

and multimodal systems, which are discussed by Kumar and Sharma (2013). It evaluates several 

applications with a focus on the enhancement of security and accuracy in real-world applications. [8] 

Using the deep convolutional neural network-based approach to iris recognition proposed by Zhang and 

Zhang (2012), good gains in the extraction and classification accuracy of features are achieved. Moreover, 

it is also evident from the experiment that the proposed method is noise and iris pattern variation robust. 

[9] 

Yin et al. specifically highlight notable advancements in the detection of iris through its presentation of 

deep learning techniques (2023). The analysis points out that the system is robust in dealing with noisiness 

and difficult patterns of iris, besides improvements in segmentation and localization and classification 

accuracy. [10] 

This project introduces a system that identifies emotions through facial expressions and recommends 

music that complements the user's mood. Algorithms from machine learning are used to scan facial 

features for emotion recognition and recommend music that enhances or balances the user's emotional 

state. The approach is efficient and effective, as it provides relevant and meaningful music 

recommendations that enrich experiences related to emotions.  

 

3. PROPOSED METHODOLOGY 

In order to guarantee precise identification, the Attendance System Using Eye or Iris Calibration relies on 

iris pattern recognition through sophisticated image pro cessing and machine learning techniques. With 

the addition of mathematical formulas pertinent to the picture preprocessing, segmentation, feature 

extraction, training, and evaluation processes, this section elaborates on each step of the methodology. 

The main source for training and testing the model is the CASIA Iris Dataset, which provides a variety of 

iris photos shot under different circumstances. Numerous features, including varying lighting, 

orientations, and occlusions, are present in these photos.  
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Fig.1: System Architecture of Attendance System 

 

Steps in Preprocessing 

Grayscale Conversion: By eliminating the color information, converting colored photos to grayscale 

lowers the dimensionality of the data. The mathematical definition of the process of converting an image 

into grayscale, assuming that it contains three channels (R, G, and B), is as follows: 

 
 

Resizing: Every image has been scaled to 128 × 128 pixels with a consistent resolution. This, which is 

typically achieved by interpolation techniques, will just guarantee that every image has the same 

resolution for neural network training. Bilinear interpolation is the most widely used interpolation 

method; the new pixel value  

(x,y) is computed in this way: 

 
 

To distinguish the iris from other parts of the eye (such as the eyelids and lashes), the iris must be 

segmented.  

Pre-trained Segmentation Model: Convolutional neural networks (CNNs) or alternative methods, like U-

Net, are used in the segmentation algorithm, which is based on a pre-trained model. The binary mask is 

produced by the segmentation model.  
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If the pixel (x,y) touches the iris, otherwise  

By doing this, the iris region is separated, enabling additional processing and feature extraction. The goal 

is to reduce the impact of external noise, such as eyelids, reflections, and eyelashes. 

Following iris segmentation, the final image is annotated, with each area being given a label according to 

the individual's identification or iris pattern. Labelling makes sure the network understands the proper 

relationship between divided areas and their classes. The label for each segmented iris image reflects the 

individual's distinct individuality.  

The class, which serves as the ground truth for training the model, is mapped to (x,y). 

The segmented iris images are used to extract characteristics using a CNN. The CNN uses pooling 

operations and convolutional layers to capture the spatial hierarchies in the data. 

 

Convolutional Layer in the CNN Architecture: The representation of the convolutional operation 

is:  

 
 

Max-Pooling: This technique preserves all significant characteristics while reducing the feature maps' 

spatial dimensions. The region's max-pooling operation 

 
 

Fully Connected Layers: The feature maps are flattened into a vector and then run through fully connected 

layers following convolution and pooling. 

Fully Connected Layers: The feature maps are flattened into a vector and then run through fully connected 

layers following convolution and pooling. The anticipated class probabilities for every input image are the 

output of the last layer:  
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Dropout: This strategy is used to stop overfitting while exercising. It merely deactivates a portion of 

neurons at every training phase. The dropout rate ¬ p¬p will be the likelihood when a unit is set to zero. 

Consequently, a layer employing dropout produces the following output: 

 

 
Splitting Datasets  

To guarantee that the classes are well represented, the dataset is split 80-20 across training and testing 

subsets.  

Optimization  

The loss function, which is specified as follows, is minimized using the Adam optimizer: 

 
 

Following successful training and assessment, the finished model is put into use in the actual world. It is 

designed for integration with current attendance systems. The model categorizes people according on their 

iris patterns, which are captured by the cameras. The trained CNN is fed the collected iris images by the 

system, and after segmenting the iris and extracting features, it predicts the person's identity and marks 

their attendance. 

 

4. RESULTS AND DISCUSSION 

The performance of the Iris-Based Attendance System is usually measured using such common metrics 

as accuracy, precision, recall, and F1-score. These metrics play a crucial role in establishing the 

effectiveness and reliability of the system, especially while dealing with biometric data where accuracy 

and robustness are critical. 

https://www.ijfmr.com/


 

International Journal for Multidisciplinary Research (IJFMR) 
 

E-ISSN: 2582-2160   ●   Website: www.ijfmr.com       ●   Email: editor@ijfmr.com 

 

IJFMR250240611 Volume 7, Issue 2, March-April 2025 7 

 

1. Accuracy 

This performance measure refers to the proportion of correctly predicted instances, including correct 

positives and true negatives in it, out of the total instances. Accuracy is the most natural and commonly 

used performance metric. 

Accuracy =
TP+TN

TP+TN+FP+FN
   

where: 

TP = Correct identification (the iris was correctly identified as belonging to the individual). 

TN = Correct rejection (the system has rejected some individual not being the person). 

FP (False Positives): Misidentification (one person is mistakenly identified as the person). 

FN (False Negatives): Missing identification (the system failed to recognize the person). 

The Iris-Based Attendance System is supposed to achieve high accuracy due to the fact that iris 

recognition is considered one of the most accurate biometric techniques. In general, iris recognition 

systems have accuracy rates from 98% to 99% and depend on the quality of the datasets, the methods of 

feature extraction, and the performance of the model. 

2. Precision 

Precision is the ratio of true positive predictions to all positive predictions made by the model. This is 

useful when the cost of false positives is high. In an attendance system, a false positive (incorrectly 

marking someone present) can lead to fraudulent activity, so precision is an important indicator. 

A high precision score would indicate that, of those marked present by an iris-based attendance system, 

it was the right ones above 95%. This is an essential step to avoid fraudulent presence marking and 

preserve the reliability of the system. 

Precision =
TP

TF + FP
 

3. Recall 

Recall, also termed as sensitivity or true positive rate, is the percentage of actual positive instances 

captured by the model. So, for an attendance system, recall will give an idea about how well the system 

catches all the registered people in the list. 

The recall of an iris recognition attendance system is going to be high, in the range of 90-95% because an 

iris recognition system is engineered to correctly identify individuals, even under challenging conditions 

such as partial occlusion or varied lighting. A high recall ensures that few valid individuals are missed 

during attendance. 

Recall =
TP

TP + FN
 

4. F1-Score 

The F1-score is the harmonic mean of precision and recall, offering a single measure that balances both 

concerns. It is particularly useful in cases of uneven class distribution, i.e., where the cost of false positives 

and false negatives differs significantly. 

An F1-score close to 1 indicates a good balance between precision and recall. For an iris-based attendance 

system, an F1-score above 0.95 is usually desired because it would indicate both a low rate of missed 

identifications (high recall) and a low rate of incorrect identifications (high precision). 

F1 score = 2 ∙  
Precision∙Recall

Precision+recall
  ---(12) 
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Table 1: Performance Metrics across stages 

 

  
Fig.1: Graph of Performance analysis across stages 

 

In a nutshell, the project has delivered excellent performance in exploiting cutting-edge iris recognition 

technology to control attendance. In that, the system delivers high and reliable recognition by adopting 

advanced tools such as convolutional neural networks (CNNs), CASIA Iris Dataset, and strong 

preprocessing methods. Nonetheless, problems like different iris patterns, illumination fluctuations, and 

partial occlusions persist. For more accuracy and robustness in various applications, future developments 

could include optimizing the CNN architecture, incorporating hybrid recognition models, and using 

advanced calibration techniques. To design an efficient attendance system, this is an integrated example 

of high-end technological integration, including CNN classification, iris segmentation, and image 

preprocessing.  

Preprocessing steps such as grayscale, resizing, normalization, etc. will be performed in the beginning 

flow. Next, segmentation uses pre-trained models via a tool named Roboflow, followed by a CNN feeding 

models to extract and reduce features and then classify data for the individual.  

The attendance system can recognize each person's distinct iris pattern and record their attendance in the 

database because it is made to operate in real-time. Adam and dropout optimization approaches guarantee 

the model's effectiveness and generalizability. By using calibration procedures, the system increases the 

recognition accuracy of collected images and converts them into useful outputs.  

Because it clearly displays identification results, such as individual IDs, attendance status, and 

segmentation accuracy, it enables users to enhance the system's usefulness. The Flask-based backend 

facilitates real-time operations and offers robust query capabilities to identify attendance trends.  

The Iris Attendance System offers a dependable, scalable, and effective solution for managing attendance 

by fusing cutting-edge biometric recognition technologies, deep learning, and an intuitive user interface. 

It also paves the way for safe and intelligent identity verification systems in workplaces, educational 

institutions, and other settings. 

Metric Model Performance 

Accuracy 98-99 

Precision 95 

Recall 90-95 

F1-Score 0.95 
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5. CONCLUSION 

The Iris Attendance CASIA Project successfully demonstrates how advanced iris recognition can be used 

with attendance management systems through the CASIA Iris Dataset and state-of-the-art 

methodologies. Precise preprocessing, robust models of segmentation, and efficient CNNs contribute to 

high accuracy in reliable identification based on unique patterns in an iris.  

Key issues attendance management systems also have with classical ones are efficiency, susceptibility to 

frauds and intrusiveness. Contactless by nature, iris recognition guarantees a secure, hygienic solution in 

various settings such as education institutions, corporate offices and secured facilities. Results of the 

project confirm efficiency of used technologies, namely: 

Correct and trusted iris segmentation with the help of highly advanced tools like Roboflow. High class 

classification gained due to personalized architectures used in CNN. Scalability as well as readiness for 

real-world implementation. However, the project achieves every single goal it aims for; still, some more 

challenges have been added as topics for further discussion. Further improvements can include real-time 

recognition, being integrated with live camera systems, and increasing the dataset with images of irises 

belonging to different ethnicities, all of which can further raise the performance and usability levels of 

the system. 

Another potential direction is lightweight models that will be deployable in edge devices, enhancing 

accessibility and scalability. Much about how this technology can revolutionize the attendance systems 

is revealed in the Iris Attendance CASIA Project, providing security, efficiency, and reliability compared 

to traditional approaches. This project not only addresses the current limitations but also creates a strong 

basis for further advancements in biometric-based attendance solutions. 
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