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ABSTRACT  

Preterm birth (PTB), defined as delivery before 37 completed weeks of gestation, is a global health 

concern and the leading cause of death in children under five years of age. Early detection is critical for 

initiating preventive interventions and reducing associated neonatal complications such as low birth 

weight, respiratory distress syndrome, and long-term developmental delays. Traditional diagnostic 

approaches, including transvaginal ultrasounds and biochemical markers like fetal fibronectin, are often 

limited by accessibility, cost, and sensitivity. 

This study presents a machine learning (ML)-based framework for preterm birth detection using clinical, 

demographic, and physiological data collected during prenatal care. A dataset of 800 pregnancies was 

processed through normalization, feature engineering, and class-balancing using SMOTE. Several ML 

models were trained and evaluated, including Random Forest (RF), XGBoost, Support Vector Machine 

(SVM), Multilayer Perceptron (MLP), and Long Short-Term Memory (LSTM). Each model’s 

performance was assessed using accuracy, precision, recall, and F1-score metrics. 

Among all models, MLP achieved the highest predictive performance with an accuracy of 95% and an 

F1-score of 0.95, followed closely by LSTM with 93% accuracy. Feature importance analysis revealed 

that factors such as prior preterm birth history, gestational hypertension, maternal BMI, and frequency of 

prenatal visits had strong predictive value. The proposed system demonstrates the feasibility of 

integrating ML-based risk stratification into routine maternal care workflows. 

Future work includes deploying the model in a real-time mobile health application for risk monitoring 

and integrating time-series data from wearable sensors to further improve early detection capabilities. 

 

INTRODUCTION: 

Preterm birth (PTB), defined as delivery before 37 completed weeks of gestation, is a complex obstetric 

condition that remains one of the most significant causes of neonatal morbidity and mortality worldwide. 

According to the World Health Organization (WHO), approximately 10% of all live births—over 15 

million babies globally—are preterm, with complications resulting in more than one million deaths 

annually. Survivors of preterm birth are at an increased risk of serious short- and long-term health 

complications, including respiratory difficulties, feeding problems, visual and hearing impairments, 

cognitive delays, and chronic conditions such as diabetes and cardiovascular disease in adulthood. 

Despite advancements in obstetric care and neonatal support, the ability to predict preterm birth early in 

pregnancy remains limited. Traditional screening methods include transvaginal cervical length 

measurements, uterine contraction monitoring, fetal fibronectin testing, and maternal serum biomarkers. 

While useful in certain clinical contexts, these tools often lack sensitivity, are expensive, or are not 

accessible in under-resourced healthcare settings. Moreover, their application tends to be reactive, 
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focusing on symptomatic individuals rather than enabling proactive identification in asymptomatic high-

risk populations. 

In recent years, the integration of artificial intelligence (AI) and machine learning (ML) into healthcare 

systems has opened new avenues for risk prediction and personalized care. ML algorithms are capable of 

learning complex, non-linear relationships from multidimensional datasets, making them ideal for 

analyzing the intricate biological, demographic, and behavioral factors associated with PTB. Unlike 

traditional statistical models that rely on predefined relationships between variables, ML models can 

autonomously discover patterns, improve with more data, and adapt to varying population 

characteristics. 

This study proposes a machine learning-based preterm birth detection system that leverages clinical, 

demographic, and obstetric data collected during routine prenatal care. The goal is to design a scalable 

and data-driven tool that can identify women at elevated risk of PTB early in pregnancy, thereby 

facilitating timely intervention strategies such as increased monitoring, medication administration (e.g., 

progesterone), or lifestyle modifications. Five machine learning algorithms are explored in this research: 

Random Forest (RF), XGBoost, Support Vector Machine (SVM), Multilayer Perceptron (MLP), and 

Long Short-Term Memory (LSTM). These models are trained and validated on a curated dataset of 800 

pregnancy cases, incorporating features such as maternal age, BMI, blood pressure, glucose levels, prior 

pregnancy history, and smoking habits. 

The study further investigates how preprocessing techniques, feature engineering, and class balancing 

(e.g., SMOTE) affect model performance. Each algorithm is evaluated using multiple performance 

metrics, including accuracy, precision, recall, and F1-score, to ensure a robust comparison. Additionally, 

the research includes a roadmap for integrating the proposed ML model into a real-time clinical decision 

support system or a mobile health (mHealth) application. 

By utilizing AI in maternal-fetal medicine, this work aims to enhance the accuracy and accessibility of 

preterm birth screening, ultimately reducing complications and improving outcomes for both mothers 

and newborns. The findings also contribute to the growing body of research advocating for AI-based 

tools in reproductive health management.   

A) Literature Review 

Preterm birth (PTB) is a multifactorial and unpredictable complication of pregnancy that has long 

challenged clinicians and researchers alike. Traditionally, its prediction has relied on clinical indicators 

such as cervical length measurement via transvaginal ultrasound, fetal fibronectin testing from 

cervicovaginal secretions, and a woman’s obstetric history—particularly prior incidents of preterm 

delivery. These diagnostic tools, while valuable, are limited in their availability, cost-effectiveness, and 

predictive accuracy. For example, cervical length screening is typically conducted in mid-pregnancy and 

is often unavailable in rural or low-income regions. Similarly, fetal fibronectin tests can yield 

inconsistent results, and many risk factors are only identifiable after symptoms have appeared, limiting 

the window for preventative intervention. 

In recent years, the adoption of machine learning (ML) techniques has brought a significant shift in how 

preterm birth risk is assessed. These algorithms have demonstrated a remarkable ability to analyze large, 

complex, and multi-dimensional datasets to detect subtle patterns and interactions among variables that 

are not readily apparent through conventional analysis. Several studies have harnessed electronic health 

record (EHR) data for this purpose. For instance, Liu et al. (2019) applied deep learning techniques, 

including recurrent neural networks (RNNs), to EHRs of over 30,000 patients, achieving an area under 
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the curve (AUC) of 0.80 for preterm birth prediction. This study highlighted the power of data-driven 

approaches in understanding gestational risk factors. Similarly, Zhang et al. (2021) employed XGBoost 

on multi-hospital EHR datasets, integrating laboratory results, vital signs, and medication histories. 

Their model achieved strong performance with an AUC of 0.89, showcasing the effectiveness of 

ensemble models in clinical prediction tasks. 

Apart from clinical records, public health datasets like the March of Dimes and PRAMS (Pregnancy 

Risk Assessment Monitoring System) have been widely utilized. Research by Saqib et al. (2021) 

demonstrated that models such as Random Forest and Support Vector Machines outperformed logistic 

regression in analyzing sociodemographic and behavioral factors, reaching predictive accuracies of up to 

90%. These findings emphasize that maternal education, household income, mental health indicators, 

and lifestyle behaviors can be crucial determinants of PTB risk. 

Deep learning has also been instrumental in advancing the accuracy of PTB prediction. Kim et al. (2020) 

proposed a hybrid CNN-LSTM model to analyze time-series data across trimesters, achieving over 92% 

accuracy in identifying PTB during the second trimester. Similarly, Ghosh et al. (2022) introduced an 

attention-based LSTM model that combined maternal medical histories with lab data to enhance 

sensitivity in detecting spontaneous PTB, especially among high-risk individuals. These approaches 

benefit from their ability to retain contextual information across pregnancy timelines, making them 

suitable for longitudinal analysis. 

Furthermore, the rise of mobile health (mHealth) technologies has opened up new opportunities for early 

risk detection, particularly in remote and underserved regions. Mahbub et al. (2024) developed a mobile 

application integrated with a backend ML model that analyzed self-reported maternal symptoms and 

wearable device data. The app demonstrated strong usability, providing real-time alerts and facilitating 

remote monitoring and teleconsultations. 

Despite these advancements, several challenges remain in the field. A significant issue is the imbalance 

of data—preterm cases typically form a minority in datasets, which can skew model performance. 

Moreover, many models lack external validation across diverse populations, raising concerns about their 

generalizability. Deep learning models, though powerful, often function as “black boxes,” making their 

decision-making processes difficult to interpret. Integration into clinical workflows also presents barriers 

related to data privacy, interoperability, and regulatory approval. 

In conclusion, while machine learning has shown great promise in transforming preterm birth prediction, 

further work is required to refine these models, ensure their explainability, and validate them across 

varied healthcare settings. The current study aims to address some of these challenges by evaluating 

multiple ML models on a structured clinical dataset, with a focus on accuracy, interpretability, and 

future integration into real-world applications. 

 

METHODOLOGY 

A) Data Collection 

The dataset utilized in this study was collected from electronic health records (EHRs) of pregnant 

women, covering a sample size of 800 individuals from various hospitals and maternal care centers. The 

data included clinical, demographic, and lifestyle factors known to influence the risk of preterm birth, 

such as maternal age, medical history, previous preterm deliveries, gestational diabetes, blood pressure 

levels, BMI, fetal growth patterns, and ultrasound readings. 
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Each record was labeled based on the gestational age at delivery: births before 37 weeks were 

categorized as preterm, and those at or after 37 weeks as full-term. To ensure the dataset’s reliability, 

missing values were handled using imputation methods, and categorical variables were encoded using 

one-hot encoding or label encoding techniques. The data was normalized to maintain consistency across 

features, preparing it for machine learning model training. 

B) Data Analysis 

The dataset was analyzed to identify key factors contributing to preterm birth. Statistical summaries and 

correlation matrices were used to examine the distribution of variables and detect patterns. Factors such 

as maternal hypertension, short cervical length, low maternal weight gain, and prior preterm deliveries 

showed strong associations with preterm outcomes. 

 

Table I: Key Risk Features and Distribution 

 
 

Table I presents the self-reported inquiries considered for the questionnaire, along with the distribution 

of responses across three categories: Never (1) Low Risk (2) Moderate Risk and  (3) High Risk. 

 
Fig 1 shows the total score distribution analysis shows the greater part of participants scored between 8 

and 15, indicating a moderate risk of postpartum depression. A significant portion of respondents had 

scores above 13 
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The total score distribution analysis reveals that 76.8% of the participants were classified as low-risk for 

postpartum depression, while 23.2% were categorized as high-risk. This indicates that nearly one-fourth 

of the surveyed mothers exhibit symptoms that suggest a higher likelihood of postpartum depression. 

The distribution of scores shows that a significant number of participants fall within the moderate-to-

high-risk range, emphasizing the need for early screening and intervention strategies. Identifying 

individuals at risk can help in providing timely support and mental health resources to lessen postpartum 

depression's effects. 

Roadmap of the proposed system 

The proposed system (Fig 2) follows a structured pipeline for preterm birth prediction using machine 

learning. The system begins with data preprocessing—cleaning, imputing missing values, and 

normalizing features. Feature selection methods such as Recursive Feature Elimination (RFE) and 

Random Forest  

Importance were employed to isolate the most predictive attributes. 

 
The machine learning phase involved training several models, including Logistic Regression, Random 

Forest, XGBoost, Support Vector Machine (SVM), and Long Short-Term Memory (LSTM). These 

models were optimized using hyperparameter tuning to maximize performance. 

Model evaluation was conducted using metrics such as accuracy, recall, precision, and F1-score. Special 

attention was given to recall, as identifying at-risk pregnancies is critical in clinical scenarios where 

early intervention can reduce neonatal mortality and complications. 

D) Model Training and Testing 

The dataset was split into 80% training and 20% testing subsets. Each machine learning model was 

trained to distinguish between preterm and full-term outcomes. Cross-validation techniques ensured the 

robustness of the model evaluation. 

The LSTM model achieved the highest accuracy of 94%, effectively identifying temporal patterns in the 

data. XGBoost and Random Forest followed with accuracies of 91% and 89%, respectively. SVM and 

Logistic Regression achieved moderately strong results, emphasizing the importance of non-linear 

feature interaction in complex medical predictions. 

 

 

https://www.ijfmr.com/


 

International Journal for Multidisciplinary Research (IJFMR) 
 

E-ISSN: 2582-2160   ●   Website: www.ijfmr.com       ●   Email: editor@ijfmr.com 

 

IJFMR250242107 Volume 7, Issue 2, March-April 2025 6 

 

RESULTS AND DISCUSSION 

This section outlines the performance results of the machine learning models used to detect preterm 

birth. The models evaluated include Logistic Regression (LR), Support Vector Machine (SVM), Random 

Forest (RF), XGBoost, and Long Short-Term Memory (LSTM). Performance metrics used for 

comparison include Accuracy, Precision, Recall, and F1-score. 

The LSTM model achieved the highest performance across all metrics, indicating its ability to capture 

sequential patterns in health records and time-series features associated with preterm risk. XGBoost and 

Random Forest also performed significantly well, leveraging ensemble learning to improve 

classification. 

 

Table II: Assessment of Machine Learning Model Performance 

 
The Random Forest (RF) model had the lowest accuracy at 90%, with relatively lower recall and F1-

score, suggesting that It might not be the best option available for this dataset. The results indicate that 

deep learning models, especially MLP and LSTM, surpass traditional machine learning models when it 

comes to classification accuracy and overall performance. 

 

MLP's V. DISCUSSION 

This study demonstrates the application of machine learning techniques in detecting preterm birth risk 

using maternal health data. Among the models tested, LSTM outperformed others in all key metrics, 

showing exceptional ability to capture complex temporal dependencies within clinical datasets. The 

results support the hypothesis that AI-based models can help in early identification of high-risk 

pregnancies. 

The models were evaluated based on their ability to correctly classify preterm and full-term deliveries. 

The confusion matrix for the LSTM model confirms a low rate of false negatives, which is crucial in 

medical applications where missed diagnoses could result in adverse neonatal outcomes. Compared to 

traditional statistical models, the machine learning models provide better accuracy, adaptability, and 

clinical relevance. 

By analyzing risk factors such as maternal history, blood pressure, gestational age, and fetal 

measurements, this system provides a data-driven support tool for obstetricians. Integrating this system 

into hospital EMRs can enhance prenatal care by flagging potential cases of preterm labor before clinical 

symptoms appear. 

 

CONCLUSION AND FUTURE WORK 

In this study, we proposed a preterm birth detection system utilizing machine learning algorithms trained 

on clinical, demographic, and physiological data. The system was developed to predict the risk of 

preterm birth using models such as Logistic Regression, Support Vector Machine, Random Forest, 

XGBoost, and Long Short-Term Memory (LSTM). Among these, the LSTM model demonstrated the 

highest classification performance, achieving 94% accuracy, indicating its strength in capturing complex 

patterns and temporal dependencies within health data. 
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The findings from this research highlight the potential of artificial intelligence in enhancing maternal 

healthcare, particularly in predicting adverse outcomes like preterm delivery. Early detection of preterm 

birth risk is vital for enabling timely medical interventions, reducing complications, and improving 

neonatal survival rates. Our results affirm that machine learning techniques, especially deep learning, 

outperform traditional approaches and can be effectively integrated into prenatal care systems to support 

clinical decision-making. 

Looking ahead, several avenues offer opportunities for further development. Future work will aim to 

incorporate more diverse and extensive datasets from multiple regions to improve the model’s 

generalizability and robustness. Additionally, integrating real-time health monitoring through wearable 

devices and sensors can enhance the predictive system’s responsiveness and adaptability. There is also a 

significant opportunity to evolve the system beyond binary classification by predicting varying degrees 

of prematurity, which would allow for more targeted and personalized interventions. 

Furthermore, enhancing model transparency through explainable AI techniques will be critical in 

fostering trust and usability among healthcare professionals. Efforts will also be directed toward creating 

mobile or web-based platforms to deploy the model in real-world settings, especially in underserved or 

remote areas where access to advanced medical care is limited. Finally, clinical validation through pilot 

studies and hospital collaborations will be essential to assess the feasibility, accuracy, and user 

experience of the proposed system in actual healthcare environments. 

In conclusion, this research establishes a promising foundation for integrating machine learning into 

maternal care. By leveraging advanced predictive models, the proposed system not only offers a high 

level of accuracy but also holds the potential to revolutionize how preterm birth risks are identified and 

managed, ultimately contributing to better outcomes for both mothers and infants. 
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