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ABSTRACT 

As wireless communications evolve, many community protection threats additionally evolve. Intrusion 

Detection System (IDS) detects assaults and facilitates perceive attackers. In the past, various system 

mastering (ML) strategies have been used with intrusion detection systems (IDS) in an attempt to improve 

intrusion detection effects and enhance the accuracy of IDS. Using major issue analysis (PCA), random 

woodland class, SVM, and naive base algorithms, this work proposes a method to expand an effective 

IDS. According to the effects of the proposed approach, the execution time (min) is three.24 mins, the 

accuracy charge (%) is 96.Seventy eight%, and the mistake rate (%) is zero.21%. 

Keywords: Artificial Intelligence; Cyber Security; Internet, Mobile Application, PCA, Random Forest. 

1. INTRODUCTION 

An attacker attempts to hack or misuse a computing tool. Intrusion is any action that compromises the 

authenticity, class, and availability of any computer record or aid. Through capability vulnerabilities or 

flaws within the gadget structure, an attacker attempts to pass the authentication or authentication method. 

With the speedy growth of on line offerings and statistics protection in society, social security is greater 

important than ever. One approach to this problem is to apply community intrusion detection systems 

(NIDS), which target many social video games with the aid of monitoring attacks. It is consequently 

essential that those systems be notably accurate in detecting assaults, examine quickly, and create as few 

false positives as possible. Intrusion detection systems (IDS) help maintain networks quiet by using 

detecting malicious intrusions. Therefore, IDS has come to be an important part of pc networks. The 

requirements of an IDS are flexibility and agility. Security is essential in all initiatives to prevent damage. 

An critical function of an IDS is to offer records on uncommon activities and notify community directors 

to tune/screen and/or block suspicious hyperlinks. Additionally, an IDS can differentiate among internal 

attacks (from man or woman employees, customers, or others) and outside attacks (assaults through 

hackers). Common varieties of intrusion detection frameworks (IDS) are community-based (network-

primarily based IDS) and host-primarily based (HIDS). A community IDS is primarily based totally on 

detecting illegal, unlawful, and anomalous behaviour amongst community visitors. 
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2. LITERATURE SURVEY 

Literature review is a definitely vital step inside the software program improvement technique. Before 

growing a tool, it is necessary to decide the time thing, cost savings, and enterprise reliability. Once these 

items are happy, the next step is to determine which useful device and language can be used to increase 

the device. When programmers start building the device, they want plenty of outside help. This aid can 

come from experienced programmers, books, or websites. Before designing the gadget, the above troubles 

are considered to optimize the proposed tool. 

A key part of the process improvement service is to thoroughly examine and examine all of the task 

improvement needs. For each job, a literature overview is a totally critical step inside the software 

improvement gadget. The components of time, resource necessities, manpower, economics, and 

organizational electricity should be diagnosed and analyzed before developing the gadget and related 

format. Once these aspects are glad and studied intensive, the subsequent step is to determine the software 

program specs of the particular laptop, the working engine required to perform the process, and any 

software required to continue. A step such as developing the tools and opportunities related to them. This 

e mail access is a "residing" format and presently categorizes the elements of your article [title, subject, 

heading, etc.] to your style. With the rapid organisation of faraway agencies, the idea of local protection 

includes many dangers. 

Table.1. Summary of Existing Related Works 
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So protection arrangements need to be made. There isn't any standard method to guard networks from 

attacks. For example, an intrusion detection device that works on complex networks isn't beneficial in far 

flung agencies. Remote discovery has unfolded a brand new area for gadget administration for clients. 

Due to its ease of use and configuration, this era is gaining recognition and is growing swiftly. However, 

the most important protection possibility inside the subject is the Wi-Fi trouble. The equal goes for the 

overall performance of this suite. In the face of these growing demanding situations, it is crucial to consider 

security management. The aim of this newsletter is to assist the ultra-modern system to prevent intrusions 

and assaults on Wi-Fi networks to improve network safety. Therefore, the item discusses the development 

of a Wi-Fi intrusion detection engine, a Wi-Fi intrusion detection and prevention device "WIDPAS". It is 

primarily based on 3 key competencies: monitoring, evaluation and protection. At the same time, it 

monitors the denial of assaults from the operator or rogue networks, and then it blocks the attack and 

identifies the attackers, whilst protective customers in the network [1]. 

In this paper, we present the consequences of our analyses to observe the detection of different assault 

suites (e.g., IDS, malware, and shellcode). We analyse the validation overall performance the use of a hard 

and fast of random woodland policies on diverse datasets developed in Kyoto 2006+, which represents the 

contemporary network capabilities accumulated for the improvement of intrusion detection systems. We 

finish with a discussion and studies proposals at the mission [2]. 

In this text, we gift a set of studies on random forests (RF). In the "classic" RF induction method, a 

restricted range of randomly decided on bushes are supplied to generate the calculations. This type of rule 

has essential negative aspects: (i) the number of trees is predetermined (ii) the outline and assessment 

abilities of a degree of the selection tree type are not applicable due to the randomization precept. This 

sort of process, which involves becoming a member of timber without becoming a member of, does now 

not assure that everyone trees will work efficaciously at the identical board. This concept increases the 

following questions: Are there recuperation trees in the Russian Federation which can be praised for 

decay? So, is it feasible to clean the way for the decrease secondary faculty examination and create a 

complete panel? By answering those questions, the class hassle is solved. In this manner, we display that 

even the usage of the sub classification selection method, large selection bushes may be obtained. This 
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“classical” RF induction technique, wherein random timber are randomly brought into combinations, isn't 

the nice method for constructing correct RF classifiers. We are interested by tree-based RF induction, 

which is historically finished in “classical” RF induction algorithms [3]. 

Intrusion detection structures (IDS) have grown to be a fundamental a part of PC and local location 

network protection. The NSL-KDD intrusion localization dataset, a not on time model of the KDDCUP'99 

dataset, is used as a take a look at gadget in this paper. Due to the inherent characteristics of intrusion 

detection, the NSL-KDD dataset has a massive disparity among exercises, making it hard to extract 

structured facts in the subject of intrusion detection. To conquer the orientation mismatch problem, this 

paper makes use of a synthetic (deleted) minority trying out technique at the schooling information. A log-

primarily based absolute mark choice method is supplied to use decreased inclusion devices to the NSL-

KDD dataset. The chaotic woodland is used as a classifier inside the proposed intrusion detection device. 

Experimental outcomes display that the chaotic clustering of nearby forests with disturbances and 

information-primarily based decisions presents excessive average efficiency in generating efficient and 

possible SDIs for intrusion detection [4]. 

An intrusion detection tool (IDS) is a device or software package deal that scans a nearby region or system 

for malicious intrusions. A standard IDS cannot locate difficult to understand digital signals inclusive of 

low-frequency DoS attacks and stealth attacks. In latest years, considering structure has inspired more and 

more human beings to conquer these barriers. In this paper, we advise a specific strategy for outlier 

detection using GRUs and PCA and PCA-minima classifiers in the GRU layer, supporting the proposed 

PCA with variations. The two interplay methods explicitly use graphs designed for the ones factors that 

most affect the problem due to a few covariance. This method may be implemented to GRU models with 

very little additional computational fee. We gift experimental results from two actual worldwide 

benchmarks, KDD Document ninety nine and NSL-KDD, which display that the GRU version achieves 

tremendous performance upgrades over the PCA-scale method [5]. 

Iftikhar Ahmed et al. Studied various machine getting to know algorithms for intrusion localization 

system. They take into consideration several strategies such as SVM, fuzzy gaining knowledge of system 

and random forest. The authors of the consequences stated a more in-depth approach to get the device to 

finish the truck higher than different calculations. B. Riaz et al. - Here they attempted to work via hand to 

create an intrusion localization shape. They used a well-known complete selection feature to optimize the 

reality set. They used a KDD dataset and in the end located a dynamic growth inside the IDS outcomes. 

We recognized research gaps inside the present related paintings that are described beneath. 

• Web infrastructures are particularly used for lots malicious games.  

• The predominant problem recognized on this regard is hacking the machine to get rid of information. 

• The contemporary implications show that many enhancements can be made in phrases of accuracy, 

detection price and fake alarms. 

• Some other strategies inclusive of SVM and China Naive have already been used. Furthermore, the 

observation indicates that some of the methods within the dataset may be advanced. 

• Improve the first-class of enter statistics within the proposed system. 
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Evaluation of the Rationale and Feasibility of the Proposed System 

The corporation's most important purpose is to detect attacks the use of PCA (Principal Component 

Analysis) and Random Forest, SVM, Naive Bayes set of rules. 

3.PROPOSED MATERIALS AND METHODS 

Intrusion detection structures guard structures from intruder assaults. This device detects incoming calls. 

The proposed device attempts to triumph over the previous issues encountered in actual paintings. The 

proposed engine techniques consist of: especially aspect analysis and inverse random woodland. Primary 

analysis is used to lessen the size of the dataset; through this method, the primary class of the dataset is 

advanced due to the fact the dataset consists of the proper capabilities. A random hopping set of rules is 

used to locate intruders, attaining each better detection and fake alarm prices than SVM, that is a naive 

Bayes set of rules. 

The image of the overall characteristics of the product is related to the cloth of the premises and the 

extreme degree of the necessities of the device. Countless net pages and their links are described and 

generated at some point of the architectural design. Key software additives are identified, divided into 

processing blocks and conceptual structures, and the relationships among them are described. The 

proposed framework classifies the assisting modules. 

 

Fig 1: Overall System Architecture of Cyber Threat Detection 

3.1. SYSTEM MODULES: 

3.1.1. Information Collection 

This is the first actual step closer to really constructing a gadget learning version for a statistical collection. 

This is a critical step that relies upon on a great model: the better the realism, the extra whole our version 

might be. There are many file maintaining methods together with text content material extraction, guide 

intervention, and many others. The dataset used in this intrusion detection engine dataset is taken from the 

kdd hyperlink: http://kdd.Ics.Uci.Edu/databases/kddcup99/kddcup99. HTML. 
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3.1.2. Facts Series 

The dataset consists of 125, 974 character elements. The data set defined below has forty two columns. 

3.1.3.  Records Education 

Let's make alternative entries. Rejecting lacking information and getting rid of a couple of classes. First, 

we show the names of the types that we need to store or save. In this step, we clear or eliminate a couple 

of classes other than those who need to be saved. Finally, we take away or get rid of rows with lacking 

functions from the dataset. There is a distinction among education and evaluation. 

3.1.4. Sample Analyzing  

Head mining is a method used to reduce the dimensionality of a information set. Headend search is one of 

the greenest and maximum accurate structures for reducing the scale of facts and prioritization selections. 

This technique reduces statistical capabilities to preferred features referred to as primaries. 

This approach considers every facts report as records with the largest variety of possibilities, subsequently 

the biggest information set length. This technique reduces the quantity of facts by putting the alignment 

factors on a single axis. The statistics elements are transformed as an axis and become key factors. PCA 

can be done thru associated advances: 

Take evaluation records with global capabilities. Add the counseled vector to every prediction d. Compute 

the eigenvectors (e1, e2, e3...Ed) and eigenvalues (v1, v2, v3, VD) the use of the embedding question and 

compute the n ordered eigenvectors to obtain the biggest eigenvalues. 

Unordered scaffolding is one of the most primary methods of device gaining knowledge of for solving 

classroom issues. Random forests belong to the magnificence of supervised algorithms. This set of rules 

is completed in discrete steps: the primary is to build a wooded area of the given dataset and the second 

one is to construct the magnificence predictions. 

3.1.5. Analysis and Forecasting 

Table.2. Features Explanation 
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3.1.6. Save Learned Version 

We achieved 99.1% accuracy at the validation set. 

If you actually need to customize your template and see it in production, the first step is to convert it to 

.H5 or .H5. PKL library using Alex. Make sure ALEX is mounted on your environment. Then import the 

module and dump the model right into a .Pkl report. 

3.2 Dimensionality reduction 

Principal Feature Analysis (PCA) is a statistical approach. PCA is a broadly used tool inside the look at 

of devices for studies assessment and prediction models. PCA is especially useful in the identity manner 

while there's heterogeneity between abilities/variables. The amount of data required to supply a 

statistically significant end result will increase exponentially with the number of features or dimensions 

in a data set. The curse of dimensionality is a trouble whilst operating with excessive-dimensional records, 

leading to difficulties which include overfitting, extended computation time, and decreased accuracy of 

system studying models. 

The wide variety of possible function combos will increase exponentially with the number of dimensions, 

making it hard to obtain a consultant pattern of the facts. Performing tasks together with clustering or 

category is high priced because the algorithms must navigate a totally massive characteristic area, growing 

computation time and complexity. Additionally, a few device gaining knowledge of algorithms are 

sensitive to the wide variety of dimensions, requiring more data to gain the same stage of accuracy as low-

dimensional facts. Feature engineering strategies, which includes function choice and extraction, are used 

to overcome the curse of dimensionality. As a subset of function extraction techniques, dimensionality 

discount objectives to reduce the quantity of input capabilities whilst keeping as lots of the authentic 

statistics as possible.  

3.3 Machine Learning Classifiers 

Using information and algorithms to simulate how AI mimics human search and steadily increases its 

accuracy is relevant to the system mastering (ML) field of AI and pc generation. Decision-making methods 

Predictions and classifications are normally made the use of laptop mastering algorithms. Based on various 

dimensional records, your computation predicts the example in the logs. The errors feature that estimates 

the model score is known as the mistake function. Using samples, correlations may be set up to examine 

the accuracy of the trouble mapping version. The model refinement method assumes that the model first-

rate fits the information considered within the training dataset and that the weights are suitable to control 

the discrepancy between the regarded phenomena and the predicted representation. It reframes this 

“assessment and merchandising” manner by means of continuously updating the burden until the 

computational accuracy threshold is reached. 

Since deep getting to know and AI are frequently used interchangeably, the nuances among the 2 are vital. 

Subsets of artificial intelligence include neural networks, deep learning, and gadget gaining knowledge 

of. However, mind networks are a subset of AI, and deep studying is a subset of brain systems. Deep 

studying and AI vary in how every computation learns. “Deep” computational mastering, additionally 

called directed learning, may use named information codes to carry its guiding standards, however it is 

not surely a feature data code. A deep learning technique can continuously perceive a set of non-stop 
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functions from uncooked statistics, such as text or photographs that distinguish one kind of data from some 

other. This lets in for using large amounts of statistics and eliminates the want for human intervention. As 

Lex Friedman placed it in his speak at MIT, deep mastering can be concept of as a "deterministic stage of 

gaining knowledge of" (hyperlink is external to IBM.Com). 

Random forest algorithm: 

It combines the effects of a couple of selection trees into a unmarried quintessential end result. Their ease 

of use and flexibility have contributed to their adoption, as they remedy each partitioning and regression 

problems. Surprising advances were made within the subject of machine gaining knowledge of that is an 

attractive aggregate of information and computer technological know-how. One of those strategies is 

random woodland. A collaborative group of decision bushes, known as random forests or random decision 

bushes, paintings together to generate a decision. Random forests have been created through Leo Breiman 

in 2001, and they have on the grounds that come to be a staple amongst machine learning lovers. In this 

text, we will cowl the fundamentals and applications of the random woodland algorithm. 

The random wooded area set of rules is one of the useful techniques for education timber in machine 

learning. During the training phase, it generates some of choice timber. A random subset of the dataset is 

used to construct every tree to degree a random subset of the capabilities in every partition. By introducing 

variability in character trees, this randomness reduces the danger of overfitting and improves universal 

prediction overall performance. The algorithm combines the results from each tree into predictions, either 

via averaging (for regression troubles) or vote casting (for class issues). This collaborative choice-making 

procedure, facilitated through the understanding of multiple trees, is an instance of dependable and correct 

effects. Random forests are frequently used for category and regression problems due to the fact they could 

deal with complicated records, lessen overfitting, and bring accurate predictions underneath a spread of 

situations. 

Support Vector Machine (SVM) 

A popular machine studying method for linear and nonlinear category, regression, and outlier detection is 

the Support Vector Machine (SVM). Because SVMs are versatile, they can be used for a ramification of 

duties, together with face recognition, anomaly detection, handwriting recognition, junk mail detection, 

image class, text classification, and gene expression evaluation. Since SVMs awareness on determining 

the maximum separating hyperplane among more than one lessons in a goal feature, they carry out 

thoroughly in binary and multiclass classification. The subject matter discusses the Support Vector 

Machine (SVM) set of rules, its utility, and how it performs linear and nonlinear class in addition to 

regression and outlier detection obligations. 

One of the maximum extensively used supervised studying strategies for category and regression troubles 

is the Support Vector Machine or SVM. But its fundamental application is in machine studying to resolve 

classification troubles. To facilitate the type of extra information factors inside the future, the SVM tries 

to attract a best line or selection boundary that divides the n-dimensional space into instructions. We call 

this most reliable decision boundary a hyperplane. The SVM selects intense factors and vectors to form 

the hyperplane. The algorithm is called a Support Vector Machine due to the fact those extreme instances 

are known as Support Vector Machines. 
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Naive Bayes 

Naive Bayes classifiers are a hard and fast of classification techniques based totally on Bayes' theorem. 

Rather than being a unmarried algorithm, it is a set of algorithms that follow a single pattern, that means 

that every pair of classifiable capabilities is unbiased of the others. Let’s first look at the dataset. One of 

the most effective and most powerful class algorithms, Naive Base type makes it clean to fast create system 

learning models with rapid predictive abilities. When faced with class problems, Naive Base is used. It is 

widely utilized in textual content classification. Since every word inside the information represents a 

function, text classification responsibilities contain high-dimensional facts. It is used in rating class, 

sentiment analysis, spam filtering, and other regions. One of the advantages of the use of Naive Base is 

that it's miles fast. With high-dimensional data, you can make predictions fast and without difficulty. 

Based on predefined function values, this model calculates the possibility that a given instance belongs to 

a specific elegance. It performs the function of type. This is formed because of the assumption that one 

characteristic of the model is impartial of the opposite. In different words, each characteristic contributes 

independently to the predictions. In the real world, this requirement is not often met. For both schooling 

and prediction, this method integrates Bayesian theorem. 

4. RESULT AND DISCUSSION 

 

 

Fig 2. Implementation-Home Page 

 

Fig 3. Implementation 
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Fig 4. Implementation-Upload Dataset 

 

Fig 5. Implementation-Preview Page 

 

Fig 6. Implementation-Preview Page 
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Fig 7. Implementation-Prediction Page 

 

Fig 8. Comparative Analysis of Machine Learning Classifiers 

Figure [2] shows the implementation domestic page. Figure [3] shows the processing page for loading the 

dataset. Figure [4] suggests the loading of the dataset. Figure [5] shows a top level view of loading the 

dataset. Figure [6] shows the education dataset. Figure [7] suggests the prediction. The bar chart compares 

the training and checking out accuracy for SVM, Naive Bayes and Random Forest. Random Forest plays 

high-quality with 100% schooling accuracy and 98.1% testing accuracy, observed with the aid of SVM 

with 94.8% checking out accuracy. Naive Bayes plays worst with 73.5% trying out accuracy. 

5. CONCLUSION 

Security issues have additionally emerged with the increasing use of Internet systems. The proposed 

technique efficiently solves the problem of detecting online attackers. Compared with the previously 

proposed PCA algorithms, Random Forest, SVM and Naive Base executed excellent. The proposed 

approach substantially improves both the detection price and the false errors fee. The information 

discovery dataset is used right here. Our proposed technique produced effects with a going for walks time 

(min) of three.24 mins, an accuracy (%) of 96.Seventy eight% and an error charge (%) of 0.21%. 

6. FUTURE ENHANCEMENT 

One of the maximum important gear for detecting malicious hobby in the community is the intrusion 

detection device. Machine studying techniques are particularly used to develop intrusion detection systems 
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and to make certain correct accuracy and from time to time false positives. Recently, many classifiers have 

been used with tool ensemble getting to know techniques. This take a look at proposes a technique for 

detecting intrusions by tilting a mechanical joint. The ensemble approach is an advanced machine 

schooling method that gives better accuracy than the overall classifier. A method for controlling a hard 

and fast of devices to achieve high accuracy for an intrusion detection device is proposed. Three guidelines 

are first learned at a time the use of the KDD99 dataset. Using the concepts of average performance, these 

three preliminary classifiers are combined. Relevant functions are selected from the academic records set 

using a "nice first" query rule set. By lowering the dimensions of the schooling and checking out datasets, 

this approach reduces the time required for schooling. High accuracy of the test dataset is required for a 

dependable intrusion detection machine. Any classifier must hold category accuracy on the examined 

dataset throughout new samples. 

REFERENCES 

1. JafarAbo Nada; Mohammad Rasmi Al-Mosa, 2018 International Arab Conference on Information 

Technology (ACIT), A Proposed Wireless Intrusion Detection Prevention and Attack System 

2. Kinam Park; Youngrok Song; Yun-Gyung Cheong, 2018 IEEE Fourth International Conference on 

Big Data Computing Service and Applications (BigData Service), Classification of Attack Types for 

Intrusion Detection Systems Using a Machine Learning Algorithm 

3. S. Bernard, L. Heutte and S. Adam “On the Selection of Decision Trees in Random Forests” 

Proceedings of International Joint Conference on Neural Networks, Atlanta, Georgia, USA, June 14-19, 

2009, 978-1-4244-3553- 1/09/$25.00 ©2009 IEEE 

4. A. Tesfahun, D. Lalitha Bhaskari, “Intrusion Detection using Random Forests Classifier with SMOTE 

and Feature Reduction” 2013 International Conference on Cloud &amp; Ubiquitous Computing &amp; 

Emerging Technologies, 978-0-4799-2235-2/13 $26.00 © 2013 IEEE 

5. Le, T.-T.-H., Kang, H., &amp; Kim, H. (2019). The Impact of PCA-Scale Improving GRU 

Performance for Intrusion Detection. 2019 International Conference on Platform Technology and 

Service (PlatCon). Doi:10.1109/platcon.2019.8668960 

6. Anish Halimaa A, Dr K.Sundarakantham: Proceedings of the Third International Conference on 

Trends in Electronics and Informatics (ICOEI 2019) 978-1-5386-9439-8/19/$31.00 ©2019 IEEE 

“MACHINE LEARNING BASED INTRUSION DETECTION SYSTEM.” 

7. Mengmeng Ge, Xiping Fu, Naeem Syed, Zubair Baig, Gideon Teo, Antonio Robles-Kelly (2019). 

Deep Learning-Based Intrusion Detect ion for IoT Networks, 2019 IEEE 24 th Pacific Rim International 

Symposium on Dependable Computing (PRDC), pp. 256-265, Japan.  

8. R. Patgiri, U. Varshney, T. Akutota, and R. Kunde, “An Investigation on Intrusion Detection System 

Using Machine Learning” 978-1-5386-9276 9/18/$31.00 c2018IEEE. 

9. Rohit Kumar Singh Gautam, Er. Amit Doegar; 2018 8 th International Conference on Cloud 

Computing, Data Science &amp; Engineering (Confluence) “An Ensemble Approach for Intrusion 

Detect ion System Using Machine Learning Algorithms.” 

https://www.ijfmr.com/


 

International Journal for Multidisciplinary Research (IJFMR) 
 

E-ISSN: 2582-2160   ●   Website: www.ijfmr.com   ●   Email: editor@ijfmr.com 

 

IJFMR250242151 Volume 7, Issue 2, March-April 2025 13 

 

10. Kazi Abu Taher, Billal Mohammed Yasin Jisan, Md. Mahbubur Rahma, 2019 International 

Conference on Robot ics, Electrical and Signal Processing Techniques (ICREST)“Network Intrusion 

Detect ion using Supervised Machine Learning Technique with Feature Selection.” 

11. L. Haripriya, M.A. Jabbar, 2018 Second International Conference on Electronics, Communication 

and Aerospace Technology (ICECA)” Role of Machine Learning in Intrusion Detection System: 

Review”  

12. Nimmy Krishnan, A. Salim, 2018 International CET Conference on Control, Communication, and 

Computing (IC4) “Machine Learning-Based Intrusion Detection for Virtualized Infrastructures” 

13. Mohammed Ishaque, Ladislav Hudec, 2019 2nd International Conference on Computer Applications 

&amp; Information Security (ICCAIS) “Feature extraction using Deep Learning for Intrusion Detection 

System.” 

14. Aditya Phadke, Mohit Kulkarni, Pranav Bhawalkar, Rashmi Bhattad, 2019 3rd International 

Conference on Computing Methodologies and Communication (ICCMC)“A Review of Machine 

Learning Methodologies for Network Intrusion Detection.” 

15. Iftikhar Ahmad , Mohammad Basheri, Muhammad Javed Iqbal, Aneel Rahim, IEEE Access ( 

Volume: 6 ) Page(s): 33789 – 33795 “Performance Comparison of Support Vector Machine, Random 

Forest, and Extreme Learning Machine for Intrusion Detection.” 

16. B. Riyaz, S. Ganapathy, 2018 International Conference on Recent Trends in Advanced Computing 

(ICRTAC)” An Intelligent Fuzzy Rule-based Feature Selection for Effective Intrusion Detection.” 

https://www.ijfmr.com/

