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Abstract:  

The WEBPEDIA (Synthesis of Topic-Oriented Role-based Multi-document Summarization) system is 

designed to produce structured summaries from multiple documents by organizing content according to 

topic and the roles of various stakeholders (e.g., government, media, public) involved in an event. The 

implementation begins with a Document Collection module that gathers relevant texts from different 

sources discussing the same event, ensuring a diverse, multi-perspective input. Next, the Topic 

Segmentation module uses techniques like TextRank and semantic clustering to break the content into 

coherent topic segments. The Role Identification module employs Named Entity Recognition (NER), 

dependency parsing, and rule-based methods to map entities to corresponding roles, such as identifying a 

political figure as part of the government perspective. Once roles are identified, the Role-based Content 

Selection module uses TF-IDF scores, semantic similarity, and topic-role alignment techniques to filter and 

select content that is most relevant to each identified role, removing redundant or off-topic text. For 

summary generation, WEBPEDIA combines template-based methods with neural text generation models 

such as BART or T5, which helps maintain fluency and coherence in the output while adhering to factual 

and logical flow. The final summary combines each role’s perspective into a comprehensive multi-

document, multi-role narrative. For evaluation, the authors used datasets derived from real-world news 

coverage of complex events such as elections, pandemics, and protests. WEBPEDIA's performance was 

assessed using ROUGE metrics (ROUGE-1, ROUGE-2, ROUGE-L), as well as qualitative metrics like 

coverage and diversity to evaluate how well the summaries reflected all relevant roles and topics. Human 

evaluations further measured the fluency, coherence, and role accuracy of the summaries. The results 

showed that WEBPEDIA significantly outperforms traditional summarization baselines by generating 

summaries that are not only informative and factually consistent but also nuanced with multiple stakeholder 

perspectives, showcasing its effectiveness in complex information environment. 
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INTRODUCTION 

Large language models (LLMs) have shown remarkable writing abilities, yet their potential for crafting 

grounded, long-form articles, such as comprehensive Wikipedia pages, remains uncertain. Document 

Collection and Preprocessing: Implement a web crawler or use APIs to collect multiple news articles 

related to the same event from diverse sources. Normalize text by cleaning, tokenizing, and performing 

sentence segmentation.  Store preprocessed documents in a structured format for downstream processing. 

Topic Segmentation: Apply Text Rank or semantic clustering algorithms to segment documents into 

coherent topic blocks.  Group similar segments across documents to identify dominant discussion themes. 

Use topic boundaries to guide content extraction aligned with user or system-defined event structure. Role 

Identification, Use Named Entity Recognition (NER) to detect key entities like organizations, people, and 

locations. Employ dependency parsing and role-based heuristics to classify each entity into a stakeholder 

role (e.g., government, media, public). Maintain a mapping of roles to entity mentions for selective content 

extraction. Role-based Content Selection: Apply TF-IDF and semantic similarity measures to select 

sentences most relevant to each identified role. Use redundancy removal techniques (e.g., Maximal 

Marginal Relevance) to prevent duplicate information. Ensure extracted content represents a balanced 

view of each stakeholder. Develop template-based and neural summarization pipelines using models like 

BART or T5. Generate summaries that align with topic segments and role-based perspectives. Use 

language modeling to enhance fluency, coherence, and factual accuracy of generated content. Evaluation 

and Analysis: Perform automated evaluation using ROUGE-1, ROUGE-2, and ROUGE-L metrics. 

Conduct human evaluations to assess fluency, coherence, factual consistency, and stakeholder coverage. 

Analyze trade-offs between extractive and abstractive performance in different real-world scenarios. We 

address these challenges by focusing on generating Wikipedia-like articles from scratch, breaking the task 

into two key phases. The first phase involves researching to create an outline—a structured list of multi-

level sections—and gathering a set of reference documents. The second phase uses this outline and 

references to craft the full-length article. This task decomposition reflects the human writing process, 

which typically includes pre-writing, drafting, and revising stages (Rohman, 1965; Munoz-Luna, 2015). 

 

THE DOMAIN ANALYSIS AND LITERATURE REVIEW OF PROPOSED RESEARCH 

Generating high-quality, Wikipedia-style articles from scratch remains a significant challenge for large 

language models (LLMs). Although these models contain vast amounts of parametric knowledge, relying 

solely on this internal information often results in content that is shallow, occasionally inaccurate, and 

particularly weak when addressing long-tail or niche topics. Human writers, by contrast, engage in a 

thoughtful, multi-stage process that includes comprehensive research, the development of structured 

outlines, iterative drafting, and meticulous refinement. This process allows them to surface nuanced 

insights, synthesize information from diverse perspectives, and produce articles that are both informative 

and contextually rich—capabilities that LLMs, even the most advanced, continue to struggle with. 

Attempts to bridge this gap through retrieval-augmented generation (RAG) have shown promise by 

introducing external data into the generation pipeline, but these methods often fall short during the critical 

pre-writing phase. They typically surface generic facts rather than deep, multifaceted context, and they 

rarely facilitate the kind of conceptual planning or source triangulation that good writing requires. 

Moreover, instruction-tuned models that can be prompted to generate research questions tend to focus on 

low-level, fact-seeking queries that fail to stimulate thorough exploration or guide a structured research 

process.   
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MOTIVATION AND OBJECTIVE OF WebPedia REDEFINING Wikipedia 

The objective of this work is to develop a systematic approach for generating high-quality, Wikipedia-like 

articles from scratch by enhancing the pre-writing capabilities of large language models (LLMs). 

Specifically, the work aims to, automate the Pre-Writing Process: Design a framework that enables LLMs 

to conduct structured research, ask meaningful and diverse questions, and generate comprehensive 

outlines grounded in external sources. Introduce the WEBPEDIA Paradigm: Propose a novel multi-stage 

system—Synthesis of Topic Outlines through Retrieval and Multi-perspective Question Asking 

(WEBPEDIA)—that simulates human-like research by retrieving relevant content, generating 

perspective-driven questions, and iteratively refining topic understanding. Leverage External Information 

Sources: Overcome the limitations of parametric knowledge by integrating reliable external information 
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through retrieval-based methods. Create and Utilize a New Benchmark: Develop the UtliedWIKI dataset 

comprising recent Wikipedia articles to fairly evaluate outline and article generation, minimizing the risk 

of training data leakage. Establish Evaluation Criteria: Define both automatic and human-centered metrics 

to assess the quality, breadth, and coherence of generated outlines and articles. Identify and Analyse 

Limitations: Highlight current challenges such as handling internet bias and avoiding hallucinated 

connections, providing insights for future research in grounded language generation. Building the Future 

of Knowledge with Large Language Models, WEBpedia seeks to fill this gap by focusing on pre-writing 

tasks that go beyond basic prompting techniques, allowing LLMs to perform more effectively in research-

intensive and organizational roles. The project also aims to improve the depth and breadth of knowledge 

captured in generated content. Wikipedia articles are distinguished by their comprehensive coverage and 

evidence-backed synthesis, which requires integrating information from diverse perspectives. WEBpedia 

addresses the challenge of moving beyond surface-level generation to create articles that are both thorough 

and grounded in reliable references. Beyond its research goals, the WEBpedia framework has significant 

real-world applications in areas like education, journalism, and content marketing. These fields often 

require users to produce factual, organized, and comprehensive long-form content, even when they lack 

extensive expertise. By providing tools to streamline this process, the project has the potential to transform 

how individuals and organizations approach content creation. 

WEBpedia Redefining Wikipedia, A central goal is the introduction of the WEBpedia framework, which 

includes perspective-guided question generation and outline-driven content creation. By leveraging large 

language models (LLMs), the framework simulates multi-perspective conversations and iterative research 

processes to uncover diverse viewpoints on a given topic. Additionally, it facilitates the systematic 

creation of detailed, multi-level outlines to guide the writing process effectively. Another key focus is the 

development and utilization of the UtliedWiki dataset, a curated collection of recent, high-quality 

Wikipedia articles. This dataset is designed to mitigate data leakage while ensuring relevance in 

evaluation. It also serves as a foundation for establishing metrics and benchmarks that assess the quality 

of generated outlines and final articles, allowing for meaningful comparisons with human-written content. 

WEBpedia also addresses real-world challenges in content generation by emphasizing grounded and 

factually accurate article creation, a critical requirement for Wikipedia-like entries. Crafting Wikipedia 

Articles with AI-based Large Language Model, The contributes valuable tools and insights to the field 

of automated writing systems, fostering advancements in both research and practical applications. The 

main Objectives of WEBpedia include: Evaluating the capacity of LLM systems to generate long-form 

grounded articles from scratch, and the pre-writing challenge in particular, we curate the UtliedWIKI 

dataset and establish evaluation criteria for both outline and final article quality. We propose 

WEBPEDIA, a novel system that automates the pre-writing stage. WIKIPEDIA researches the topic and 

creates an outline by using LLMs to ask incisive questions and retrieve trusted information from the 

Internet.  Both automatic and human evaluation demonstrate the effectiveness of our approach. Expert 

feedback further reveals new challenges in generating grounded long-form articles. 

 

THE FUNCTIONAL MODULES AND PROTOTYPE OF WebPedia   

To address the challenge of generating grounded, high-quality Wikipedia-style articles, the authors 

propose WEBPEDIA—Synthesis of Topic Outlines through Retrieval and Multi-perspective Question 

Asking—a multi-stage system designed to simulate human-like research and writing workflows. The 

process begins with Topic Analysis and Perspective Discovery, where the system retrieves related 
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Wikipedia articles to identify and extract diverse perspectives surrounding a given topic. These 

perspectives serve as the foundation for guiding the subsequent question-generation phase, ensuring that 

the research is multi-dimensional and contextually rich. In the Perspective-Guided Question Asking stage, 

the system simulates dialogues between a Wikipedia writer (powered by an LLM) and a domain expert. 

The writer, informed by a particular perspective, poses targeted questions, while the answers are grounded 

in online sources that are retrieved and filtered to ensure reliability. This leads into the Conversation-

Guided Research phase, where multi-turn exchanges allow the LLM to iteratively refine its understanding 

of the topic. During these exchanges, the system performs search-query decomposition, document 

retrieval, filtering based on Wikipedia’s sourcing standards, and synthesis of trusted responses to ensure 

depth and factual accuracy. 

Outline Generation begins with a draft produced using the LLM’s internal knowledge. This initial outline 

is then refined and expanded using insights gathered from the multi-perspective conversations, resulting 

in a comprehensive, well-structured, and high-coverage outline. In the Full-Length Article Writing phase, 

the system uses the final outline along with the collected references to generate the article section by 

section. Semantic retrieval techniques such as Sentence-BERT are employed to gather documents relevant 

to each section, enabling the generation of text with proper in-text citations, content deduplication, and a 

synthesized summary or lead paragraph. Finally, Evaluation is conducted using a newly created 

benchmark dataset called UtliedWIKI, which comprises recent Wikipedia articles to avoid issues of 

training data overlap. The system's outputs are assessed using a combination of automatic metrics—such 

as heading recall based on semantic similarity and entity coverage—and expert human evaluations 

provided by experienced Wikipedia editors. Through this comprehensive workflow, WEBPEDIA aims to 

replicate the depth, accuracy, and structure characteristic of high-quality human-authored encyclopedia 

entries. 

The primary goal of this work is to automate the generation of grounded, long-form Wikipedia-like articles 

from scratch, with a particular focus on the pre-writing stage. The system aims to enable large language 

models (LLMs) to effectively research topics, create comprehensive outlines, and compose full-length 

articles based on reliable references, rather than relying solely on their parametric knowledge. The primary 

goal of this work is to develop a comprehensive, automated system capable of generating grounded, long-

form Wikipedia-style articles entirely from scratch, with a strong emphasis on enhancing the often-

overlooked but critically important pre-writing stage of the content creation process. Rather than 

depending solely on the internal, parametric knowledge stored within large language models (LLMs)—

which often leads to shallow, generic, or even hallucinated outputs—this approach focuses on enabling 

LLMs to engage in structured and intelligent topic research, the generation of rich, multi-perspective 

questions, and the construction of detailed, hierarchical outlines. These outlines act as a scaffold to guide 

the content generation process, ensuring that the resulting articles are not only coherent and well-organized 

but also factually accurate and deeply informative. The system integrates external knowledge sources 

through retrieval-augmented techniques, filters them according to trustworthiness criteria, and uses them 

to ground every stage of the article's development. By simulating research and writing process that closely 

mirrors how expert human contributors’ approach encyclopedic writing—starting from topic analysis, 

followed by exploration through guided questioning, retrieval and synthesis of relevant information, 

outline refinement, and finally, structured article drafting—the proposed solution seeks to significantly 

raise the quality, depth, and factual rigor of machine-generated content.  
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IMPLEMENTATION AND PERFORMANCE ANALYSIS 

Functional Modules of WEBPEDIA: The WEBPEDIA system architecture is composed of a series of 

interconnected modules, each responsible for a specific stage in the process of generating grounded, 

Wikipedia-style articles. The pipeline begins with the Topic Input & Initialization Module, which serves 

as the entry point for the system. It takes a concise topic phrase, such as “2022 Winter Olympics Opening 

Ceremony,” and validates the input through a simple user interface or API. Upon successful validation, it 

initializes the data structure needed to guide the writing task across subsequent modules. Next, the Related 

Articles & Perspective Mining Module retrieves a set of related Wikipedia articles to extract diverse 

viewpoints on the topic. This involves an Article Retriever that queries the Wikipedia API, a Table of 

Contents (TOC) Extractor that parses article structures, and a Perspective Generator that uses a large 

language model (LLM) to infer distinct perspectives from the TOCs. The result is a set of guiding 

perspectives {p₀, p₁, ..., pₙ} that form the backbone for in-depth exploration of the topic. 

Building on these, the Perspective-Guided Question Generator creates targeted research questions for each 

identified perspective. By simulating a role-based agent for each viewpoint, this module formulates 

probing, multi-dimensional questions that guide deeper inquiry. These questions then feed into the 

Conversational Simulation Module, which mimics a research conversation between a Wikipedia writer 

and a grounded expert. The conversation is facilitated through several subcomponents: a Question Splitter 

that decomposes complex queries into simpler search terms, a Search Query Engine that interfaces with 

the web or a local knowledge base, a Source Evaluator that filters results using Wikipedia’s 

trustworthiness guidelines, and an Answer Synthesizer that composes grounded responses. The resulting 

exchange, {q₁, a₁, q₂, a₂, ..., qₘ, aₘ}, forms a rich dialogue per perspective, with all validated sources stored 

in a reference pool R. 

 

PROPOSED SYSTEM DESIGN OF WebPedia  

The research conversations in place, the Outline Drafting and Refinement Module takes over. It begins by 

generating a coarse initial outline using the LLM’s intrinsic knowledge of the topic. This outline is then 

significantly enhanced by integrating insights extracted from all the simulated conversations, producing a 

comprehensive and multi-level outline O. Each section and subsection in this outline is then mapped to 

relevant documents from the reference pool through the Document Retrieval for Section Writing Module. 

Here, section headings are encoded using Sentence-BERT embeddings and matched against reference 

content using cosine similarity, resulting in a section-specific document bundle for content generation. 

The Full-Length Article Generator composes the actual article. It uses the refined outline and retrieved 

documents to generate well-cited section text. This module includes a Section Writer that handles content 

creation, a De-Duplicator that ensures consistency and eliminates redundancy across sections, and a 

Summary Generator that constructs the lead section of the article. The final output is a full-length, 

structured, Wikipedia-style article S, complete with in-text citations and references. Finally, the 

Evaluation and Metrics Module assesses the quality of the generated content by comparing the system 

output against human-written gold standards. Using metrics like Heading Soft Recall and Heading Entity 

Recall, and leveraging tools such as Sentence-BERT and FLAIR NER, this module quantifies structural, 

semantic, and factual alignment. Together, these modules form a robust pipeline for producing reliable, 

high-coverage, and well-grounded articles that mirror the depth and accuracy of human-authored 

Wikipedia entries. 

https://www.ijfmr.com/


 

International Journal for Multidisciplinary Research (IJFMR) 
 

E-ISSN: 2582-2160   ●   Website: www.ijfmr.com       ●   Email: editor@ijfmr.com 

 

IJFMR250242262 Volume 7, Issue 2, March-April 2025 31 

 

 
Figure 1: The Architectural Diagram of WebPedia to Redefine Wikipedia 

 

ARCHITECTURE DIAGRAM OF WEBPpedia REDEFINING Wikipedia 

The architecture diagram of the STORM system illustrates how it automates the pre-writing and writing 

stages of generating grounded, long-form articles. Here's an explanation of each component and its function 

within the system:  

Input Topic: The process begins with a given topic. This input is the foundation for the subsequent research 

and content generation.  

Perspective-Guided Question Asking: The system first discovers multiple perspectives by surveying 

Wikipedia articles on related topics. These perspectives guide the question-asking process by prompting 

the system to generate more focused, in-depth questions about the topic. Each perspective contributes to a 

more comprehensive understanding of the topic by directing the question-asking from various angles (e.g., 

basic facts, in-depth technical details, historical context).  

Simulated Conversations:  The system simulates conversations between a Wikipedia writer and an expert. 

In each conversation round, the LLM generates a question based on its perspective and conversation history, 

with the expert providing grounded answers based on trusted online sources. This conversation process is 

dynamic, as each answer can generate follow-up questions, iterating to collect more detailed and 

comprehensive information. These conversations help the system gather diverse and detailed information 

on the topic, which is essential for creating an accurate and well-rounded outline. 

Curating References: During the simulated conversations, the system retrieves relevant online sources 

based on the queries and evaluates their trustworthiness. These sources form a reference pool that will later 

be used to generate the full-length article.  

Outline Creation:  The system creates an initial draft outline (𝒪D) based only on the topic. The outline is 

then refined using the perspectives and the simulated conversations, resulting in a comprehensive and 

organized outline (𝒪). The outline serves as the roadmap for the final article and ensures that all necessary 

sections are covered.  

Writing the Full-Length Article:  Based on the refined outline and gathered references, the system writes 

the article section by section. For each section, relevant documents from the reference pool are retrieved, 

and the LLM generates the section content with citations from these sources. The article is generated in 

parallel for different sections and then concatenated together. The system ensures coherence by eliminating 

repeated information and synthesizing a lead section summarizing the entire article, in line with Wikipedia's 

writing style.  

Final Output:  The result is a full-length, grounded Wikipedia-like article that adheres to Wikipedia’s 

structure and writing norms, with a comprehensive coverage of the topic. The diagram effectively captures 
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the flow of processes from the input topic to the final article, showcasing how STORM automates research, 

question-asking, and article generation while maintaining high standards of quality and organization. 

 

METHODOLOGY AND ALGORITHMS PROPOSED FOR WEBPpedia 

 
Figure 2:  WebPedia to automate the Pre-Writing 

Figure 3 illustrates the WEBpedia that automated the prewriting, starting with a given topic, WEBPEDIA 

identifies various perspectives on covering the topic by surveying related Wikipedia articles. It then 

simulates conversations between a Wikipedia writer who asks questions guided by the given perspective 

and an expert grounded on trustworthy online sources. The final outline is curated based on the LLM’s 

intrinsic knowledge and the gathered conversations from different perspectives. 

 

PROJECT MODULES AND PHASES OF IMPLEMENTATION OF WEBpedia 

Retrieval-augmented generation (RAG) frameworks represent an important step forward by integrating 

external sources to ground the generation process. However, these systems are typically focused on 

providing factual support during the writing stage, while neglecting the equally critical pre-writing phase. 

Effective human writing, especially in informational domains like Wikipedia, involves a structured 

workflow: conducting extensive background research, formulating focused and multifaceted questions, 

synthesizing multiple perspectives, and crafting a coherent outline before drafting. Current RAG systems 

and instruction-tuned LLMs fall short in replicating this pre-writing workflow. The questions they 

generate are often overly simplistic or fact-seeking, rarely encouraging the kind of nuanced exploration 

necessary for well-rounded content. Without the ability to pose deep, exploratory questions and reason 

across diverse information sources, LLMs remain ill-equipped to produce articles that are both informative 

and intellectually rigorous. To address these limitations, there is a growing need for systems that go beyond 

superficial prompting and instead emulate human-like research behaviors. Such systems must be capable 

of initiating and sustaining structured inquiry—generating insightful, open-ended questions, seeking 

information from multiple credible sources, and iteratively refining their understanding of a topic. 

Crucially, this research-driven approach should culminate in the construction of a detailed, logically 

organized outline that captures the breadth and depth of the subject matter. By enabling LLMs to engage 

in this comprehensive pre-writing process, we can significantly improve the quality of generated long-

form content. This work aims to fill that gap by developing methods that empower LLMs to perform topic 
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exploration, research question generation, and outline synthesis in ways that mirror human writing 

workflows. Ultimately, such capabilities would move us closer to automating the production of accurate, 

thorough, and well-structured Wikipedia-style articles across a broad range of domains. 

The objective of this work is to develop a systematic and robust approach for generating high-quality, 

Wikipedia-style articles from scratch by significantly enhancing the pre-writing capabilities of large 

language models (LLMs). Unlike traditional generation techniques that rely heavily on parametric 

knowledge and simple prompting, this work focuses on equipping LLMs with tools and strategies that 

closely emulate the structured and iterative research process followed by human writers. To achieve this, 

the first goal is to automate the pre-writing process by designing a framework that allows LLMs to conduct 

structured, multi-perspective research, formulate meaningful and diverse questions, and synthesize 

comprehensive topic outlines grounded in information retrieved from external sources. This process 

ensures that the models are not simply generating text from memory, but rather engaging with real-world, 

verifiable content. Central to this approach is the introduction of the WEBPEDIA paradigm Synthesis of 

Topic Outlines through Retrieval and Multi-perspective Question Asking a novel multi-stage system that 

simulates the human research process. WEBPEDIA guides LLMs through a series of structured steps, 

including retrieving relevant documents, generating in-depth and perspective-rich questions, and refining 

their understanding of a topic through iterative interactions with the information landscape. This paradigm 

aims to replicate how human writers explore a subject from multiple angles, identify gaps in knowledge, 

and incrementally build a coherent and detailed outline before drafting content. 

Another core objective is to overcome the inherent limitations of parametric memory by integrating 

external information sources. Through retrieval-based methods, the system grounds its outputs in reliable, 

up-to-date content, reducing hallucinations and enhancing factuality. To ensure fair and realistic 

evaluation of the proposed system, the work also introduces a new benchmark dataset, UtliedWIKI, which 

consists of recently published Wikipedia articles that are unlikely to have been part of any LLM’s training 

data. This benchmark serves as a rigorous test bed for assessing the capabilities of outline and article 

generation systems without the confounding influence of data leakage. Moreover, the project defines 

comprehensive evaluation criteria that combine automatic metrics—such as factual accuracy, coverage, 

and structure—with human-centered assessments of clarity, coherence, and informativeness. This dual 

approach to evaluation enables a more nuanced and reliable understanding of system performance. Finally, 

the work also aims to identify and analyze the current limitations in grounded language generation, such 

as the difficulty of handling biased or conflicting internet content, and the risk of generating hallucinated 

connections between unrelated facts. By documenting these challenges, the work provides valuable 

insights and lays the groundwork for future research focused on developing more reliable, human-aligned 

writing systems powered by LLMs. 

This work addresses the challenge of generating grounded, high-quality Wikipedia-like articles from 

scratch using large language models (LLMs). Traditional approaches that rely solely on the models' 

internal knowledge often produce shallow or inaccurate content, especially on niche topics. Retrieval-

augmented generation (RAG) improves grounding but struggles with the crucial pre-writing phase, such 

as research and outline creation. To overcome these limitations, the authors introduce WEBPEDIA—

Synthesis of Topic Outlines through Retrieval and Multi-perspective Question Asking—a novel 

framework that mimics the human writing process. WEBPEDIA operates in multiple stages: it retrieves 

relevant documents, generates diverse and in-depth questions from different perspectives, and iteratively 

gathers information to construct detailed article outlines. To support this approach, the team curated 
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UtliedWIKI, a dataset of recent Wikipedia articles designed to avoid overlap with pretraining data. 

Evaluation using both automated metrics and expert Wikipedia editors shows that WEBPEDIA 

outperforms baseline methods, especially in breadth, organization, and relevance of content. The study 

also surfaces key challenges such as dealing with internet bias and preventing fabricated connections 

future directions for grounded long-form text generation. 

Front-End Implementation, UI Design uses Figma to design an intuitive user interface. Create high-

fidelity wireframes for key user flows. Establish a clean and minimal visual style. Streamlit 

Implementation, Set up Streamlit project structure. Create UI components (text input, file uploader, etc.). 

Display real-time responses from the LLaMA backend. Implement session state handling for user 

interaction history. Add responsiveness and basic styling using Streamlit themes or CSS hacks. Back-End 

Implementation, LLaMA Backend Integration, Set up Python environment with required libraries 

(transformers, torch, etc.). Load and configure the LLaMA model (e.g., via Hugging Face or local 

inference). Implement a Fast API/Flask server to expose the model via REST API. Add CORS middleware 

to allow front-end access. API Endpoint Design, Create a POST endpoint to receive prompt and return 

response. Add request validation and error handling. Optimize response generation with 

streaming/chunked output (if supported). Performance Optimization, Enable model quantization or GPU 

acceleration (e.g., via CUDA). Use batching or caching for frequently asked prompts. Monitor memory 

and compute usage. Authentication (Optional), User Management, Add login/signup system with JWT 

authentication. Store user sessions and logs (e.g., SQLite or Firebase). Rate-limit API access per user. 

Testing and Validation, Unit Testing, use pytest for backend unit tests. Validate Streamlit UI elements 

with Streamlit. testing utilities. Integration Testing, Test end-to-end flow: prompt input → backend 

inference → response rendering. Simulate edge cases and error scenarios. Deployment, Backend 

Deployment- Deploy API using services like AWS EC2, Azure, or Railway. Set up Gunicorn/Uvicorn 

server for FastAPI. Use Nginx as a reverse proxy if needed. Front-End Deployment, Deploy Streamlit app 

via Streamlit Community Cloud or Docker container. Connect the frontend with the backend via secure 

API endpoints. Ensure scalability and logging for production use. 

 

THE PROTOTYPE AND PROGRAMMING LOGIC 

The prototype is a web-based AI chatbot interface that enables users to interact with a large language 

model (LLaMA) through a simple and intuitive frontend. The system architecture is divided into two main 

components: a Streamlit-based frontend and a backend server that hosts and serves the LLaMA model. 

System Components Frontend (Streamlit App): A responsive and interactive UI built with Streamlit, 

allowing users to input prompts, view real-time model responses, and optionally upload files for 

processing. The frontend handles user session states and presents responses in a conversational format.  

Backend (LLaMA Model Server), A Python-based REST API (using FastAPI or Flask) hosts the LLaMA 

model, which processes incoming prompts and returns generated responses. The backend ensures efficient 

model inference using quantization and GPU acceleration if available. Communication Layer, The 

frontend communicates with the backend via HTTP requests. Prompts are sent to the backends’ /generate 

endpoint, and responses are displayed in real-time.  Key Features of the Prototype and Prototype 

Workflow Real-time question answering and content generation using LLaMA. Streamlit-powered user 

interface for easy deployment and usage. Backend model served through a REST API. Input/output history 

stored in session state for continuity. Lightweight, scalable design suitable for cloud deployment. 

Prototype Workflow, User Interaction: The user opens the Streamlit app and enters a query in the text 
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input box. Request Handling: The Streamlit app sends the query to the backend via an HTTP POST request 

to the /generate endpoint. Model Inference: The backend receives the prompt, forwards it to the LLaMA 

model, and generates a response. Response Delivery: The response is returned to the frontend and 

displayed in the chat window. Session Management: Conversation history is maintained using Streamlit’s 

session state. 

Sample Interface Screenshot (Mockup) 

+---------------------------------------------+ 

|  Chat with LLaMA                             | 

+---------------------------------------------+ 

|  User: How does photosynthesis work?         | 

|  LLaMA: Photosynthesis is the process by...  | 

|                                             | 

|  [Enter your message here...]  [Send]       | 

+---------------------------------------------+ 

 

THE SCREENSHOTS AND DEPLOYMENT OF WebPedia 

The User Interface (UI) Design for the WEBPEDIA system should aim at enabling seamless, intuitive, 

and transparent interaction with the automated Wikipedia article generation pipeline. Its core purpose is 

to guide users, from researchers to content editors, through the complex backend stages via a simple, 

structured interface. Design Principles. Minimalist & Clean, avoid clutter; surface only what’s needed per 

stage. Progressive Disclosure: Reveal steps as needed, e.g., outline appears only after references. Human-

in-the-loop supports manual intervention to improve factuality and structure. Explainability, Tooltip 

explanations, or “Why was this generated?” prompts. Accessibility, Support keyboard navigation, screen 

readers, and high-contrast mode. 

 

 
Figure 3: The Implementation of WebPedia to Redefine Wikipedia 

 

Here we activate our environment and the llama server using the code in terminal. //Conda activate// for 

activating the environment with all the packages in the folder containing all the codes and using //ollama 

server// for starting llama3 model to start running for working in the backend.  

https://www.ijfmr.com/


 

International Journal for Multidisciplinary Research (IJFMR) 
 

E-ISSN: 2582-2160   ●   Website: www.ijfmr.com       ●   Email: editor@ijfmr.com 

 

IJFMR250242262 Volume 7, Issue 2, March-April 2025 36 

 

 
Figure 4: The activate our environment and the llama server using the code in a terminal of 

WebPedia 

 

Now that the environment is activated we give command to make our model to start working and ask for 

an topic these is the code we type in terminal. //python 

examples/WEBpeida_examples/run_WEBpedia_wiki_ollama.py --model "llama3.2:latest" --url 

"http://localhost" --port 11434 --output-dir OLLAMA_output --retriever you --do-research --do-generate-

outline --do-generate-article --do-polish-article //. We use these code in such a way that after giving the 

topic to the model it gets saved in a specific folder for the output where the model first do research then 

give outlines then generate an article after that it finally give us an polished article. 

 

 
Figure 5: The Implementation of outline --do-generate-article --do-polish-article WebPedia  

Here we gave the topic to the model  //how to avoid sugar//. Now our model will take around 3-4 minutes 

to generate and give an polished article. Now after 3-4 minutes that the outlines are created we would be 

able to see an polished articled that got saved in the output folder. 
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Figure 6: The polished article that got saved in the output folder of WebPedia 

 

 
Figure 7: The Implementation of the generated article in a folder inside the code folder WebPedia  

 

We would be able to find the generated article in a folder inside the code folder looks like these where we 

can other than the final generated polished article we can also see the outlined that got created. Now these 

is how the generated and the curated final article looks like. Or we can do the same on the front end and 

get the result article shown in figures. 
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Figure 8: The final generated polished article of WebPedia to Redefine Wikipedia 

 

 
Figure 9: The generated and the curated final article looks like WebPedia  
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Figure 10: The Implementation of result of WebPedia to Redefine Wikipedia 

 
Figure 11: The Implementation of Topic Content WebPedia to Redefine Wikipedia 

 

THE CONTRIBUTION AND FINDINGS OF WebPedia 2.0 

Through rigorous evaluation, the study finds that WEBPEDIA significantly improves the organization and 

breadth of generated articles. Outlines created using the system enhanced the final article’s structure and 

scope, with a 25% increase in organization and a 10% improvement in coverage compared to baseline 

methods. Incorporating diverse perspectives proved instrumental in creating nuanced outlines that 

comprehensively address a topic. This approach highlights the importance of accounting for different 

viewpoints in the research phase, a step often overlooked in traditional content generation models. Despite 

its advancements, the study identifies critical challenges in automated long-form article generation. One 

key issue is source bias transfer, where biases in the retrieved information can influence the neutrality of 

the content. Another is the over-association of unrelated facts, where language models fabricate connections 

that do not exist. These challenges underscore the need for further refinement in LLM-based writing 

systems to ensure accuracy and reliability.  

 

CONCLUSION 

We are going to introduce WEBpedia, an LLM-based writing system designed to automate the pre-writing  

https://www.ijfmr.com/


 

International Journal for Multidisciplinary Research (IJFMR) 
 

E-ISSN: 2582-2160   ●   Website: www.ijfmr.com       ●   Email: editor@ijfmr.com 

 

IJFMR250242262 Volume 7, Issue 2, March-April 2025 40 

 

stage of creating Wikipedia-like articles from scratch and to facilitate our study on generating grounded, 

long-form articles, we will curate a UtliedWiki dataset and establish evaluation criteria. By increasing the 

breadth and depth of the article, WEBpedia helps identify new challenges for grounded writing systems, as 

highlighted by many research and evaluations.  The WEBPEDIA framework represents a significant 

advancement in automating the process of writing Wikipedia-like articles from scratch. By focusing on the 

often-overlooked pre-writing stage, WEBPEDIA emphasizes thorough research and structured content 

generation, addressing key challenges such as diverse perspective gathering, iterative question asking, and 

grounded information retrieval. Through its multi-stage approach, WEBPEDIA demonstrates the capability 

to generate detailed and well-organized outlines, which form the foundation for comprehensive and 

coherent articles. Evaluation using the UtliedWIKI dataset and feedback from experienced Wikipedia 

editors highlight the system's strengths in creating articles with improved breadth, depth, and organization 

compared to baseline methods. However, challenges such as mitigating source bias and avoiding the 

fabrication of connections between unrelated facts underscore the need for further refinement in grounded 

article generation. Overall, WEBPEDIA showcases the potential of large language models in supporting 

and enhancing expository writing tasks, particularly for topics requiring meticulous research and planning. 

This work lays the groundwork for future innovations in long-form content creation, bridging gaps in 

automation and human-level expertise. 
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