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Abstract 

Recommender systems strive to provide consumers with specific suggestions based on their interests. 

This initiative focuses on Arab readers, delivering precise and trustworthy recommendations that are 

relevant to their interests. Finally, the purpose is to improve the reading experience for Arab audiences. 

Filtering is critical, with Content-Based and Collaborative Filtering emerging as the major methods for 

improving suggestions. The cooperative screening algorithms described Within this work calculate the 

matrix of similarity based on user ratings and objects, and then evaluate suggestions for users. These 

approaches include both user-and item-based collaborative filtering and matrix factorization, 

respectively using an algorithm for SVD. A comparative contrast of various procedures As is offered, 

taking into account fitting and testing time, as well as accuracy. 

The cooperative screening algorithms described inside this document  generate a matrix of similarities  

using user ratings and objects before evaluating suggestions for users. These approaches include user- as 

well as item-based cooperation filtering, in addition to matrix factorization using an SVD technique. The 

report gives a comparative examination of several strategies, taking into account fitting and testing time, 

as well as accuracy. 

 

Keywords: User-Centric and Object-Oriented Collaborative Filtering; Matrix Decomposition; 

Recommendation Systems. 

 

INTRODUCTION 

The number of commodities and products available on the Internet has created a desire for systems that 

can filter options based on consumers' interests. These systems provide personalised suggestions to 

minimise information overload, allowing users to make better decisions online. Recommender Systems 

play an important role in giving users with optimum decision-making experiences by directing them to 

items and information that they are likely to enjoy and acquire. These systems use a variety of ways to 

forecast users' preferences, such as analysing item attributes, user-item similarities, As an alternative, 

using a hybrid strategy that combines the two processes to provide customised suggestions.. 

The content-based strategy examines consumers' purchasing habits to recommend products with 

comparable features.. However, its usefulness is hampered by the limited data analysis, which relies 

entirely on consumers' previous purchases. To improve accuracy, , this strategy calls for more precise 

item descriptions. 

Collaborative filtering, on the other hand, recommends items by comparing the current user to others or 

analysing item ratings for similarities. This strategy has emerged as the preferred approach for 

recommending things to consumers[2].It may be divided into two categories: Two methods used in 

collaborative filtering are neighborhood-based, also known as memory-based, and model-based 
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techniques. Identifying the peers who are nearest to the main user and providing recommendations based 

on their preferences is how neighborhood-based collaborative filtering works. 

Neighborhood-based collaborative filtering has two major approaches 

both user-and item-based. The algorithm uses the user-driven method to identify similarities between 

users based on their item evaluations. It then combines the preferences of its nearest neighbours to get In 

other words, presenting the top N suggestions for the intended user is not the same as the item-based 

method, which focuses on examining the user-item matrix in order to identify relationships between 

different things. Such associations are used to make indirect suggestions to users [3]. 

Based on items recommendation requires fewer computations online since item associations are static, 

but user-based suggestion is modified by behavioural changes. Collaborative filtering based on models 

builds a model without requiring the use of the complete dataset, allowing for quicker and more scalable 

suggestions. Matrix Factorization, a well-known model-based method, works through lowering It is easier 

to generate approximations of predictions when the user-item matrix has fewer dimensions. 

As this study shall investigate community-based cooperative filtering strategies and the The model of 

Matrix Factorization methodology utilising the Arabic Textbooks Collection. It will then examine 

mistakes, analyse outcomes, then contrast the algorithms. 

 

LITERATURE REVIEW 

This segment will go into related research Regarding recommender systems and collaborative filtering 

techniques. Recommender systems gained immense popularity once the wellIn order to improve the 

recommendation engine, the Netflix incentive programme was introduced in 2006 and made use of the 

extensive Netflix dataset, which included almost 100 million movie ratings. "Tapestry," the first 

significant work on collaborative filtering algorithms, was published in 1992[5]. Users' comments were 

carefully recorded by the system, which also made it easier to share these records with other users as 

feedback. Research articles included in-depth exploration and analysis of a variety of collaborative 

techniques., demonstrating the amazing efficiency of the collaborative filtering process[6]. The 

conclusion reached shows that making use of this approach would be more trustworthy and appropriate 

when the quantity of users exceeds how many things there are, hence alleviating sparsity of the data 

problem. In 2017, Agarwal, Ajay, and Minakshi Chauhan carried out research on the similarity metrics 

used in cooperative filtering[7]. It includes all likeness measures employed in systems that recommend, 

emphasising the most important ones, like mean squared difference, cosine similarity, and Pearson 

correlation coefficient. However, it is recognised that these similarity measurements may be insufficient 

to completely assess the acceptability of the proposals. 

The major determinant of attaining excellent suggestions is data quality; using true input data is critical 

for producing authentic results. This article applied collaborative filtering approaches to an Arabic book 

collection, with The objective of comparing several methods and using multiple assessment criteria to 

determine which were the most successful Regarding precision and velocity. Matrix factorization and 

cooperative filtering based on users and objects 

were employed in the techniques. This involves using mean squared differences to determine how 

similar things were. Root Mean Square Error (RMSE) and Mean Absolute Error (MAE) metrics were 

employed to assess the efficacy of each algorithm, resulting in the production of top-N customer 

recommendations based on the predictions made by each technique. 

EXPERIMENTAL SETUP 
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After performing collaborative filtering, the Books Reviews in Arabic Dataset (BRAD) [8] is used to 

create the book recommender system. It has 510,600 Arabic language book evaluations submitted by 

76,530 readers for 4,993 different titles. These evaluations were gathered in 2016 from the 

GoodReads.comwebsite. 

The data is organised as follows: rating, review_id, book_id, user_id, and review. However, for our 

needs, just the ratings, user_id, and item_id columns are required. As a result, the dataset does not 

include the reviews or review_id data fields. 

 

Table 1: BRAD Statistics 

Title Number 

Count of Reviews 510,598 

The quantity of users 76,530 

Average ratings for each user 7 

Maximum ratings for each user 396 

minimum number of reviews per user 1 

Count of the books 4,992 

Average Reviews for Each Book 101 

Maximum Number of Reviews for Each Book 5,521 

Min reviews per book 1 

 

- There is at least one review for each book in the collection, which helps to simplify the study of ratings 

and provide a wider comprehension of the data, Every user left seven evaluations, with an average of 

102 reviews per book. The removal of null data from this improved dataset improves the efficiency of 

assessing the filtering algorithms. For further information, go to Table 1. 

 

 
Fig. 1Distribution of Ratings in BRAD Datase 

 

Figure 1 shows the dispersion of book ratings. A left-skewed plot shows a higher frequency of ratings 

ranging from three to five stars. Meanwhile, The number of reviews for each category is shown 

logarithmically in Figure2 [8]. All pertinent methods may be found in the Surprise Library after the 

dataset has been imported[9]. The The library that surprises people is designed specifically for 

recommender systems, with a variety of built-in algorithms and datasets recognised for their accuracy 

and usability. Python was used to construct the algorithms, and the Jupyter notebook environment was 

used. This decision was made to enable the necessary programming modularity and to permit the rapid 

testing and evaluation of various models. 
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Fig. 2: Rating classification of book reviews 

 

ALGORITHM 

This section of the paper provides a theoretical analysis of the techniques used with the Arabic book 

reviews dataset. Producing precise suggestions that are in line with users' actual interests is a 

recommendation system's main goal. The first stage is using a neighborhood-based technique to find 

similarities between users and objects, or using a model-based strategy to reduce the dimensionality of 

the user-item matrix. 

Collaborative filtering based on users is based on user similarities, which are represented by a matrix of 

user and item ratings. These similarities are determined using a variety of similarity methods, including 

the mean squared difference (MSD) and cosine similarity, and Pearson association. The Surprise library, 

which was utilised in this investigation, has easy access to each of these measures[9]. 

4.1 Calculating Similarity 

The Mean Squared Difference (MSD) for pairs of items in item-based collaborative filtering and pairs of 

users in user-based collaborative filtering is examined in this section. The amount of common ratings 

among users or things is not taken into consideration by MSD, which only considers absolute ratings[7]. 

 

(𝑢, 𝑣) =   1 

|𝐼𝑢𝑣|   .   ∑𝑖∈(𝑟𝑢        −    𝑟𝑣𝑖)2        [1] 

=    1 

(𝑢,𝑣)+1                                           [2]. 

 

The procedure starts with computing the Mean Squared Difference (MSD) between \(u \) and \(v \) two 

vectors (which can represent users or things), Using the ratings from the following vectors: \(r_{ui} \) 

and \(r_{vj} \) respectively. According to equation, the collection of items assessed by users \(u \) and 

\(v \) is represented by \(I_{uv} \)(1). The second equation calculates the similarity score based on the 

average difference between the two vectors (ratings).  

To enable robust prediction analysis during testing, both item-based and user-based strategies use the 

same similarity measurement. The these squared differences' mean is then employed in the similarity 

calculation: the smaller the mean squared difference, the greater the similarity[10]. 
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4.2 Top N Recommendations 

In neighborhood-based collaborative filtering, knowing the active user's closest k neighbours is critical 

in producing the best-predicted recommendation. The goal rating is precisely determined by carefully 

choosing the constant 'k'. The number of people or objects that are closest to the unknown value is 

represented by it; to find them, their similarities must be calculated, and the top 'n' nearest neighbours 

with the highest correlation are chosen. 

4.3 Factorization of Matrix 

The user-item rating matrix is subjected to Matrix Factorization, which reduces its dimensionality by 

employing Singular Value Decomposition (SVD). Finding commonalities between complicated matrices 

is made easier by this simplification. 

. 

 
Fig. 3: Matrix Factorization 

 

RESULTS AND ANALYSIS 

The accuracy measures Mean Absolute Error (MAE), Root Mean Squared Error (RMSE), Precision, and 

Recall were used to validate user-based, item-based, and matrix factorization techniques. 

These accuracy measurements help to determine the forecasts' relevance and dependability. The 

aforementioned models were then applied to a test set. The error measurements were calculated and then 

compared. A fivefold cross-validation strategy was used, and the average error for each measure was 

calculated. The output of the 

cross-validation function includes both fitting and testing timings. 

The average fitting time for the User-Based and Item-Based models was one second. On the other hand, 

the testing step took a lot longer—4.4 seconds on average for both models. The matrix factorization 

model had the longest fitting time, about 9.7 seconds. 

5.1 Mean Absolute Error (MAE) 

MAE (Mean Absolute Error) has a decreased sensitivity to outliers, making it an appropriate indicator 

for models that place a high value on big data changes. On average, MAE gives equal weight to 

individual differences, making it a reliable tool for evaluating models. 

 

𝑀𝐴𝐸 = 1
  

∑𝑛    |𝑦  − 𝑦 ̂  | 

 

𝑛   𝑗=1    𝑗       𝑗                             (4) 

 

Applying the MAE calculated from the previous procedure to the test set for every model is seen in Fig. 

5. The user-based model yielded an MAE score of 0.8463. The score for the item-based model was 

0.8260, while the Matrix Factorization model had the lowest MAE value of 0.7907 error. This shows 

that the Matrix Factorization (SVD) function outperforms the other models, indicating that it is 

https://www.ijfmr.com/


 

International Journal for Multidisciplinary Research (IJFMR) 
 

E-ISSN: 2582-2160   ●   Website: www.ijfmr.com       ●   Email: editor@ijfmr.com 

 

IJFMR250243474 Volume 7, Issue 3, May-June 2025 6 

 

appropriate for the system. 

 
Fig. 4: Each model's average MAE score. 

 

The degree to which the model's predictions differ from the predicted values for a particular item, like 

books, is shown by the Mean Absolute Error (MAE) scores. Equation (4) outlines the goal of using the 

model with the lowest MAE score in order to enhance results and better match user expectations. 

5.2  Root Mean Squared Error (RMSE) 

The average squared error of the forecasts' square root is determined by RMSE. The square difference 

between the intended and actual goal values is computed, averages them, and then returns the 

calculation's root value. In contrast to MAE, RMSE is extremely attentive to outliers and unexpected 

changes in occurrences. When dealing with noisy data, it is best to use MAE rather than RMSE to 

analyse mistakes. RMSE, as as indicated by equation (5), gives a ratings between one and five represent 

the extent of mistakes in the same range as the goal data. 

 

According to the test results, RMSE is more susceptible to outliers since its scores were greater than 

MAE's. The item-based model had an RMSE of 1.0315, whereas the user-based model had an RMSE of 

1.0578. Nonetheless, the matrix factorization model appears to perform better, since it achieved the 

lowest RMSE, at 0.9928. As a result, matrix factorization—shown in Fig. 5—becomes the most 

successful model for the book recommendation system. 

 

Matrix Fact. 

 

 

IB-CF 

 

 

UB-CF 

 

 

0.94  0.96   0.98    1      1.02 1.04   1.06   1.08 

Fig. 5: Every model's average RMSE score 

 

Accuracy and recall 

The accuracy score assesses how well the model can consistently identify every target prediction. 
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Conversely, the metric for recall measures the fraction of real target predictions that were successfully 

retrieved. In the framework of systems that recommend, collaborative filtering methods based on the top 

suggestions for the target user are applied. Accuracy and recall levels are determined for a a certain 

value k, where k is the number of recommendations (N). 

Assuming the user views the top-K results, the choice of K has a substantial impact on the outcome. It is 

critical to choose the best K value that maximises both precision and recall scores. The K values 

evaluated vary from one to ten. 

Generally, Precision@K and Recall@K should have values of about 0.5 for each. However, using K=1 

yields a poor recall rating, suggesting that a substantial number of useful recommendations were not 

provided to the user, which is undesirable. The findings improve significantly when the value of K is 

increased to five, followed by ten. For instance, as shown in Fig. 6, Precision@K and Recall@K achieve 

rather excellent values, about 0.6 and 0.7, respectively, across all models. 

 

 
Fig. 6: Recall and Accuracy for Various K Values 

 

The precision@K and recall@K levels clearly varied when K value was modified. Interestingly, all three 

different algorithms followed a similar trend as K grew. This consistency resulted from the algorithm's 

convergence in accuracy and recall metrics. 

 

CONCLUSION 

Recommender systems have a significant impact on people's daily living choices. Among the wide range 

of material categories, books stand out as exceptionally rich and diversified, making it difficult to choose 

or propose the best ones. As a result, developing a successful recommender system requires the 

implementation of a strong filtering model, the selection of an acceptable employing a reliable accuracy 

metric in conjunction with a similarity measure. These factors enhance the system's capacity to properly 

forecast the most relevant things for consumers, improving their experience. 

This research provided numerous cooperative screening algorithms and employed various degrees of 

precision measures, like RMSE and MAE, precision, and recall, to analyse and evaluate these types of 

models, with the goal of determining the best one for the data. It also did a comparative investigation of 

the performance of several models for this topic. While KNN-based methods performed better in terms 

of fitting and testing time as opposed to matrix factorization approach, as indicated by The best accuracy 

results were obtained using the matrix factorization (SVD) technique and the SVD algorithm. 
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