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Abstract 

The human retina with its distinctive iris patterns serves as an optimal biometric trait when used for person 

identity verification. The research introduces a modern person identification system which unites 

computer vision techniques with deep learning models for processing retinal iris images. The initial step 

includes obtaining iris images from the CASIA dataset through selection of specific images from ten-

selected individuals. Our methodology functions through precise iris region marking of images on the 

Roboflow platform. The main model component uses YOLOv8 to detect objects in real time efficiently. 

YOLOv8 performs feature extraction tasks and pattern recognition to recognize iris characteristics which 

make every person unique. The system implements precision and recall tests for performance evaluation 

followed by deployment through a user-friendly GUI that performs retinal iris image-based person 

identification. This new method increases iris-based identification system accuracy while generating a 

practical biometric security system through an efficient solution. 

 

Keywords: Retinal iris recognition, biometric identification, YOLOv8, deep learning, object detection, 

CASIA dataset, Roboflow, GUI, feature extraction, real-time identification. 

 

INTRODUCTION 

The rising need for daily security advancements because of digitalization led to the creation of an efficient 

person identification system based on biometrics. Biometrics represents the methodology used to measure 

statistical data from human traits and behaviors. The primary implementation of the technology exists for 

both access control functions and identification purposes. Standard identification approaches depend on 

both cards and passwords. The identification methods remain vulnerable to_card theft and forgetfulness 

together with physical card loss. The urgent need exists for identification systems which could recognize 

human beings instead of requiring their physical possessions or memorized information. 

Scientists across various fields conducted multiple tests on different human recognition biometrics which 

include fingerprint, voice, face, iris, signature, retina, palm print, gait and hand geometry [1]. These 

security characteristics provide reliable protection while they still come with specific restraining factors 

when compared to traditional security approaches. Speech biometric security applications encounter three 

main issues due to users sharing similar voices along with changes caused by health conditions and age 

factors and the nature of the media transmission. The signature biometric apps function under specific 

restrictions and constraints. Regular practice enables individuals to duplicate the signature of another 
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person. Face-based biometric authentication is affected by inconsistent lighting along with facial hair and 

skin marks and age-related signs and wounds. Fingerprint biometrics experience finger contamination 

which includes oil together with grease and several other substances. Overexposure to infrared 

illumination poses risks to the retina biometric because it causes damage to the system. 

The attention to Iris biometric systems has risen throughout recent decades because this authentication 

solution combines its unique characteristics with its relevance as a recognition method. This system 

identifies individuals with help from digital image processing and pattern recognition methods which scan 

iris texture patterns. The iris forms a ring shape that separates the pupil from the sclera according to Figure 

1. The iris functions as an externally seen internal body tissue which cornea protects from external 

elements. Scientific studies confirm that people retain their iris features consistent from birth until death 

though some minor changes occur in childhood [2]. 

Research indicates that computer infrastructure experiences hacker attacks during an average period of 39 

seconds [1]. Research demonstrates that security system implementations are becoming crucial because 

of this statement. The evidence shows that basic security methods which operate through passwords and 

logins present insufficient security measures [2]. The majority of users pick familiar easy-to-guess handles 

and PINs or passwords as their security identifiers. Users show poor judgment by writing password 

information onto their credit cards and sticking them directly to their computers. Another conclusion 

emerges from this statement that users represent the weakest security factor throughout the entire computer 

system. Which strategy should be implemented to cause this change? 

Such problems have a straightforward solution. The well-known answer is biometrics. The identification 

(or verification) of human beings occurs through measurable biological attributes that include fingerprints 

as well as iris patterns and retinal scans and keystroke dynamics. The features of biometric systems fall 

into three subcategories including physiological traits related to physical attributes together with body 

measurements and behavioral patterns such as signatures and also hybrid classifications that combine both 

physical and learned attributes like voice signatures. Each computer system (with security system based 

on biometrics) will function as a real password through measurable traits possessed by users. 

 

LITERATURE REVIEW 

L.A. Maghrabi et al. (2024) [1] In this study, the authors introduced the Secure Biometric Retinal Iris 

Identification using Orca Predators Algorithm with Deep Learning (SBRIC-OPADL) for high-precision 

and secure biometric identification. The approach utilizes retinal and iris images, which are known for 

their uniqueness and resistance to spoofing, and enhances them with deep learning techniques to achieve 

superior accuracy in identity verification. First, Wiener filtering is used as the way to denoise the input 

images and then afterwards, we utilize EfficientNet architecture for feature vector extraction. The Orca 

Predators Algorithm (OPA) is used to optimize the hyperparameters of the EfficientNet with the aim to 

learn how to hunt for model performance. Subsequently, the identification task is performed using the 

identification CAE which is end-to-end and adaptive. Real biometric iris datasets were used to validate 

the system that is also shown to be more precise and efficient than previous systems as a mechanism for 

access control and healthcare applications. Such hybridization of metaheuristics and deep learning is new 

benchmarking level in biometric security research. 

T.S. RajaRajeswari, et al. [2] (2024) The proposed paper discusses an alternative way of detecting diabetes 

with the help of deep learning frameworks of iris images. The authors argue that conventional diabetes 

detection is expensive and time-consuming, often leading to delayed diagnosis. Changes in the human iris, 
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such as pigmentation and texture alterations, are indicative of diabetes and can be captured using high-

resolution imaging. The research implements various deep learning models like Convolutional Neural 

Networks (CNN), MobileNetV2, InceptionV3, ResNet50, and hybrid models with transformers for 

comparative analysis. The models were evaluated on a consistent dataset, and CNNs emerged as the most 

efficient with an accuracy of 93.91%. This non-invasive method holds potential for deployment in early-

stage diabetes screening, especially in remote or under-resourced regions, contributing to proactive 

healthcare intervention strategies. 

K. Sivasankari and D.K. Hanirex (2024) [3] The authors present IrisDB, a specialized iris image database 

system aimed at secure and scalable management of biometric data. One of the central challenges in 

biometric systems is handling large datasets with high-resolution images that consume substantial storage 

and are computationally expensive to retrieve. IrisDB addresses this with a combination of hybrid image 

compression, advanced indexing mechanisms, and military-grade AES-256 encryption. The proposed 

system not only minimizes storage overhead but also drastically improves query and retrieval 

performance. It supports both the enrollment and verification phases of biometric applications, making it 

a practical solution for national ID systems, border control, and enterprise-level security platforms. The 

architectural design prioritizes scalability and real-time performance, placing IrisDB as a foundational 

infrastructure for next-generation biometric systems. 

L. Balaji et al. (2025) [4] In this work, the focus shifts to early diabetes detection through analysis of 

retinal fundus images using deep learning. The paper integrates the philosophy of iridology with neural 

networks to detect early signs of diabetes manifested in the retinal area. Deep learning architectures 

including ResNet50, ResNet101, and EfficientNetB7 were evaluated, but InceptionV3 achieved the best 

results with 97.14% accuracy. This indicates the model’s strength in capturing minute features and 

variations within retinal fundus images. The authors advocate for the use of such non-invasive screening 

methods, particularly in rural and underserved populations. This not only shows the potential of AI in 

preventative medicine but also leads the way to using this into future portable diagnostic tools or 

smartphone based application. 

In a new method of detecting diabetic retinopathy (DR) in low resolution fundus images, as suggested by 

J.K. Catapang et al., (2023)[5] Affinitive Diffusion-Augmented Vision for Interpretable Transformers 

(AffiDAVIT) was proposed. This method addresses a critical gap in Philippine health care as many are 

not diagnosed in time. AffiDAVIT leverages latent diffusion for data augmentation, Grad-CAM for visual 

interpretability, and Vision Transformers (ViT) for classification. In order to prevent false negatives, fuzzy 

logic was added to the pipeline. By using their five fold cross validation scheme, forecast reliability and 

robustness against different image quality levels are assured. Comparing to the existing systems, 

AffiDAVIT has higher accuracy and thus, has the potential to become a game changer in the world of 

scalable and cost efficient DR screening in developing nations. 

In this publication, K.A. Maghrabi et al. (2024) [6] are a follow up to the earlier SBRIC OPADL paper 

where corrections and clarifications to previous methods or results are presented. This does not lay novel 

approaches, although it is necessary for transparency and transparency in research. The corrections provide 

for better integrity and scholarly credibility in the original work by making sure future readers and scholars 

can use accurate experimental results and interpretations. 

For the case of early diagnosis of eye diseases, U. Jolly et al. (2023) [7] choose to use MobiNet model a 

lightweight CNN architecture for mobile and edge devices. The authors note that there are nearly 285 

million people worldwide suffering from visual impairments, and that it is crucial for it to have accessible 
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diagnostic tools in order to lessen the burden on healthcare systems. MobiNet was tested on a data set of 

fundus images under diverse lighting and environmental conditions and was found to be competitive. 

Compactness and efficiency of model make it ideal for deployment in the mobile health apps and mobile 

clinics in the rural areas and so help to democratize healthcare tech. 

Research of A. Mulla et al. (2023) [8] aims to detect glaucoma, a disease characterized with irreversible 

damage of the optic nerve from excessive intraocular pressure. In the second phase, SeResNet152 is used 

for binary classification and the optic cups and discs are segmented from fundus images using CNNs 

followed by fitting ellipses to analyze structural ratios developed by Mulla et al. Combining traditional 

image processing with the contemporary deep learning, they provide high segmentation accuracy (0.79 

dice scores and 0.91), AUC of 0.936. Segmentation combined with classification as a whole represents a 

complete pipeline that is useful for automated ophthalmology tools. 

This paper presented a reference to the work of A.N. Razzaq et al. (2021) [9] who has made a 

comprehensive survey that compares with other biometric modalities like iris, retina, fingerprint and voice 

recognition. Finally the survey also critically analyzes the current models under challenging real world 

conditions such as lighting variation, pose changes and occlusion. It highlights a shortcoming of these 

models with respect to being limited by the constrained environments that may arise. The paper then 

suggests future work that involves integration of automated feature extraction and hybrid models for 

improved resilience as well as accuracy. 

As facial recognition is a very difficult task for newborns who have rapid changes in their faces and 

posture, S.H. K and G. Sudhamsu (2022) [10] examine whether facial recognition can be used for 

newborns. They extracted features from infant facial images under different lighting conditions using 

techniques of Local Binary Patterns (LBP), Principal Component Analysis (PCA), Grey Level Co-

occurrence Matrix (GLCM). The other methods compared to PCA had a recognition accuracy of 91%. 

There are some implications for postnatal healthcare, as well as on identity verification in hospitals as well 

as child abduction prevention. 

In this paper, H.R Shashidhara and A.R Aswath (2014) [11] presents a novel method for iris image 

segmentation via circular edge detection. Grayscale conversion, vertical and horizontal scanning, and 

following the intensity boundaries to determine IP location, form the method. Iris circle extraction is done 

with a math approach possibly with help of Hough Transform to be precise. Asaccurate localization is 

critical for down stream biometric processes, this segmentation is critical in providing valuable 

information to downstream biometric processes. Both in real-time and offline systems, it is efficient and 

applicable. 

In I. Qiu et al. (2007) [12], iris images are exploited for exploring ethnic classification and iris-textons, 

the learned visual primitives of micro-structural differences among ethnic groups, are proposed to 

represent the image. Their method also confirmed that the genetic features supposedly unconnected with 

iris texture; such as ethnicity, can be connected by coarse-scale texture patterns. The SVM classifier 

classifies a diverse dataset with a rate of classification of 91.02%. They can thus offer new sparkers for 

discussions concerning demographic research and possible ethical questions concerning biometric 

applications. 

P. J. Phillips et al. (2007) [13] This short but influential commentary cautions researchers about the use of 

CASIA version 1.0 iris dataset. The authors acknowledge that their dataset contains artificially altered 

regions for the pupil, which may impact algorithm performance. Based on their experience from the ICE 

2005 challenge, they provide guidelines about how to write datasets and how to report an experiment to 
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make it verifiable and sound. The remainder of this work remains a reference point for providing 

governance to biometric dataset. 

In Q.J. Liu and C. Charrier (2019) [14], the authors analyze if image enhancement techniques can help 

enhancing iris recognition performance on degraded visible wavelength (VW) images. A hybrid database 

of high and low quality iris images was used where they applied nine different enhancement methods. 

Recognition rates are enhanced by several methods to the point where they are vital in biometric systems, 

as the results confirm. This calls for adaptive enhancement techniques in particular in turbulent or 

uncontrollable imaging environments. 

Galbally et al. (2014) [15] propose an image quality assessment based approach for detecting fake 

biometric traits on the Iris, fingerprint and face modalities. The system uses 25 general image quality 

metrics to distinguish between real and fake samples, with low computational complexity, making it 

suitable for real-time applications. Their cross-modality framework supports liveness detection, enhancing 

security in biometric authentication. The findings indicate that image quality features are powerful 

discriminators for biometric integrity. 

 

METHODOLOGY 

As the initial step the acquisition of top-quality iris images takes place through the CASIA V2 dataset's 

CASIA-Iris-Interval subset. The pictures originate from a customized near-infrared led array equipped 

self-developed close-up iris camera during image capture. The specified lighting system creates optimal 

luminous flux conditions precisely designed for iris imaging which produces highly clear images that work 

best for precise texture examination. The thorough data collection method ensures diverse and precise 

content which will serve as a sound base for modeling and analysis work. 

The next step of the process requires accurate annotation of the collected images. Each text file within this 

labeled dataset represents an image through bounding box annotations that use the YOLO labeling format. 

The box annotation contains object ID information and normalization values that indicate box position 

and measurement data. Object ID shows classes including 'authorized-iris' and 'unauthorized iris' and the 

normalized coordinates describe box location (x, y) and dimensions (width, height). All values undergo 

conversion to maintain a value range from 0 to 1 by using image dimensions as the reference point. Each 

iris image receives precise object detection markings because the standardized format works seamlessly 

with the YOLOv8 model. 
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Fig:1 Architecture Diagram 

 

The function of data preprocessing consists of refining images as in fig:1 because it enhances both quality 

control and consistency throughout the data set. The reading of images occurs through OpenCV allowing 

future transformations after image acquisition. Images may undergo rotation processing based on the 

supplied rotation angle or translation procedures for any position adjustments needed. The conversion of 

images into grayscale provides better detail visibility of textures. The convertScaleAbs function makes it 

possible to standardize dataset lighting conditions by further adjusting exposure levels. The image 

preprocessing techniques simultaneously increase iris image quality and optimize their features for 

training purposes. 

The YOLOv8 unified architecture serves as an integrated platform during training because it encompasses 

detection and segmentation and classification functions. The YOLOv8 backbone incorporates CSPNet 

features to extract robust features efficiently through its improved design. The conversion from anchors 

to dynamic anchor-free detection allows the model to better recognize various dataset elements while 

making its detection operations easier to perform. The training procedure requires the input of 

preprocessed images together with their YOLO-formatted annotations. The program checks model 

performance through precision (P) and recall (R) scores together with average precision (AP) and mean 

average precision (mAP) metrics to teach it proper authorized and unauthorized iris marks classification. 

Real-time monitoring and visualization processes maintain crucial roles during the entire training period 

for model performance enhancement. The integration of WANDB (Weights & Biases) platform provides 

in-depth monitoring solutions for training metrics that reveal loss curves together with evaluation metrics 
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which combine mAP, precision, recall and AP statistics. The interactive visualization system helps users 

locate training problems efficiently while enabling recurring improvements to the system. The testing 

dataset functions independently for model validation to confirm its ability to handle new unseen data. The 

testing phase confirms how precisely the model predicts bounding box positions compared to the manually 

marked reference points to validate its deployment suitability. 

The trained and validated model gets used for real-time prediction operations on fresh iris image data after 

deployment. During the prediction phase every incoming input image follows the same preprocessing 

procedure until its format matches the training data characteristics. From the image processing form layer, 

the predictions formed are normalized using YOLO norm. Once the predictions is reverted back to original 

image format and displayed the detected regions. The system produces reliable authorized or unauthorized 

iris image classifications starting from the prediction stage to the obtaining of data by means of the 

complete pipeline. 

 

IV. RESULT 

With advanced preprocessing techniques, YOLOv8 architecture and CASIA V2 dataset, a tremendous 

performance is brought in the field of authentic iris image discovery along with unauthorized iris image 

identification. Proven metrics that are used in the evaluation process were precision and recall and average 

precision (AP) plus mean average precision (mAP). The results obtained show how the system exploits 

its enormous accuracy and remarkable performance in the process of developing forgeries classification 

system. 

As already demonstrated good performance of identification to complex iris texture design, the mAP of 

the YOLOv8 model is 94.6%. With ῃ along with CSPNet’s backbone and dynamic anchor free design, we 

extract features efficiently and maintain the computing speed. Because the model supported different 

operations such as detection and segmentation, classification, as shown in the above iris dataset, the model 

had value and this allowed it to be modular. 

Based on the figure of three recall, which means the ability to detect iris image regardless of the challenge, 

the model has a detection capability of 92.5%. An excellent performance equilibrium characterized by 

very high reliability levels has been obtained giving the possibility to perform with high reliability both 

accessibility requirements and security requirements. 

Before preparing an inferred model on data, the techniques which had been applied to the data added to 

the complete operational outcome of the model. Grayscale conversion of the iris images helped the model 

to focus on studying and analyzing texture patterns as these derived as significant features for iris 

identification procedures. Brightness and exposure was adjusted across the dataset due to the use of the 

convertScaleAbs function to create uniform lighting conditions throughout the dataset. The model was 

improved in its resistance to spatial variations as obtained through the implementation of image 

transformations such as rotation and translation. 

Along with that, the implementation of WANDB (Weights & Biases) provided a very important visual 

monitoring of the model training progress. The system continuously monitored loss curve patterns 

including accuracy metrics with model performance indicators and if any issue points were detected in the 

training, then it alerted so proactive solution steps could be taken. The training process was successful in 

the sense that the loss function was able to achieve stable convergence after 35 epochs because of 

successful model parameter learning. An interactive performance analysis interface was presented by us, 

providing an improvement in both reliability and interpretability of the model. 
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Tacitly, advanced preprocessing techniques, such as the joint use of CASIA V2 dataset with YOLOv8 

architecture helped the achievement of substantial accuracy both in the detection of authentic iris image 

and the identification of unauthorized iris image. Proven metrics such as precision and recall, and average 

precision (AP) as well as mean average precision (mAP) were used to evaluate the process of evaluation. 

The achieved results prove that the system of such an accuracy and efficiency in performance exploits 

them to work with forgery classification operations. 

The YOLOv8 test results came out to be exceptional with a 94.6% mean average precision, indicating it 

has very good accuracy of identifying fine iris texture patterns. We propose the model foundation 

incorporating the elements involving CSPNet with dynamic anchor free elements to boost the feature 

extraction power and meanwhile maintain the operational efficiency. The modular structure of the model 

allowed it to be used for the complex iris dataset and had value as it performed well in the matter of 

detecting, separating, and classifying. 

The precision ratio of the model was tested and proved to have an ability to avoid regulating unauthorized 

iris images through accurate detections that avoid wrong classification, as 96.3%. 

Based on observations of recall, coupled with the model’s ability to detect iris images, regardless of 

difficult situations, the model’s detection capability was deemed 92.5%. It is found that the results 

obtained exhibit an excellent performance equilibrium for both the operating of accessibility requirements 

and security requirements at high reliability levels. 

The techniques using data preparation to the model creation enhanced the complete operational outcome 

of the model. Grayscale conversion on iris images made the model able to gaze and analyze the texture 

patterns as these are the fingerprints for iris identification procedures. The brightness and exposure of the 

dataset were adjusted using convertScaleAbs() resulting in uniform lighting conditions across the dataset. 

The model was improved in spatial variability resistance through the implementation of image 

transformations including rotation and translation.. 

The implementation of WANDB (Weights & Biases) enabled important visual monitoring of model 

training advancement. Useful insights into training problems were obtained by following changes in loss 

curves and model performance statistics which helped proactive problem-solving. A stable loss function 

convergence happened at epoch thirty-five during training to demonstrate the successful learning and 

parameter optimization process. WANDB presented an interactive performance analysis interface which 

improved both reliability and interpretability of the model. 

 

1. Confusion Matrix: 

 
Fig: 2 confusion matrix 
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The confusion matrix shows in fig:2 the actual vs. predicted classifications for different classes. Darker 

blue cells indicate a higher count of correct classifications, while lighter cells show misclassifications. 

Diagonal elements represent correctly predicted instances, whereas off-diagonal elements indicate 

misclassified instances. This helps in identifying classes with high misclassification rates. 

 

2. Normalized Confusion Matrix 

 
Fig: 3 Normalized confusion matrix 

This is the confusion matrix but normalized as in fig:3, meaning the values are in percentages rather than 

raw counts. Each row sums to 1 (or 100%), showing the proportion of correct and incorrect classifications 

for each class. Helps in comparing performance across classes even if some classes have fewer samples. 

 

3. F1-Confidence Curve: 

 
Fig: 4  F1 confidence curve 

Displays the F1-score as in fig:4 across different confidence thresholds. Each line represents a class, with 

a bold blue line representing the overall F1-score. The peak F1-score provides insight into the model’s 

optimal confidence threshold for classification. 

 

4. Precision-Confidence Curve: 

The display demonstrates as in fig:5 how precision values transform according to confidence limit 

variations. A high precision value leads to reduced detection of incorrect information. The overall 

performance operates as the blue line but distinct colored lines display results from different classes. 
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Fig:5 Precision-Confidence Curve 

 

5. Precision-Recall Curve: 

 
Fig:6 Precision-Recall Curve: 

The area under the curve (AUC) as in fig:6 provides a measure of model performance (higher is better). 

The blue line represents overall performance, while individual colored lines show class-specific trends. 

 

6. Recall-Confidence Curve: 

 
Fig:7 Recall-Confidence Curve: 

The fig:7 shows how memory recall numbers change in relation to confidence levels. The higher the recall 

rate reflects the capture of additional authentic positive results. The general recall pattern appears on the 

blue line. 
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7. Training Results: 

 
Fig:8 Training Results 

Fig:8 Shows various loss curves (train loss, validation loss) and metric improvements over epochs. 

Includes precision, recall, and mAP (mean Average Precision) scores. A steady decrease in loss and an 

increase in precision/recall suggest a well-trained model. 

 

V. CONCLUSION 

Leveraging the CASIA V2 dataset and precise annotation techniques, the system achieved high accuracy, 

with a mAP of 94.6%, precision of 96.3%, and recall of 92.5%. Through robust feature extraction and 

real-time detection, the model offers a reliable biometric solution for secure authentication. The integration 

of WANDB visualization further enhanced model interpretability and training efficiency, making the 

system practical for real-world deployment in biometric security. The assessment includes precision 

together with recall metrics in addition to mAP (mean Average Precision) scores. A model indicates proper 

training when loss decreases steadily while precision/recall values increase. 
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