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Abstract 

The global healthcare sector faces unprecedented challenges, including physician shortages (projected 

deficit of 15 million clinicians by 2030), diagnostic delays (average 8-day wait for specialist 

consultations in India), and rising chronic disease burdens (diabetes prevalence up 316% since 2000). 

This paper presents CareGenie, an explainable AI (XAI) system that combines a Gradient-Boosted 

Decision Tree (GBDT) classifier with a rules-based recommendation engine to provide symptom 

analysis, disease prediction (94.7% accuracy), and personalized health guidance. Trained on a multi-

source dataset of 8,192 symptom-disease pairs from India’s National Health Portal and Kaggle, 

CareGenie employs SHAP (SHapley Additive exPlanations) for model interpretability and integrates 

Ayurvedic preventive care principles. A 12-week clinical pilot with 214 patients at DPU Hospital 

demonstrated 31% reduction in unnecessary ER visits, while usability testing (N=142) showed 89% 

satisfaction with its multilingual interface. The system’s modular Flask architecture and HIPAA-

compliant data handling position it as a scalable solution for LMICs (Low- and Middle-Income 

Countries). 

 

Keywords: Explainable AI, Decision Trees, Preventive Healthcare, Telemedicine, WHO Sustainable 

Development Goals. 

 

1. Introduction 

1.1 The Global Burden of Healthcare Accessibility 

The World Bank estimates 400 million people lack access to essential health services, with diagnostic 

errors contributing to 10% of patient deaths in LMICs. In India, the doctor-patient ratio stands at 1:1,456 

(WHO recommends 1:1,000), while 75% of healthcare infrastructure serves urban areas housing 35% of 

the population. 

1.2 AI’s Dual Role: Diagnostic Support and Health Literacy 

Modern AI systems like Google’s DeepMind Health achieve 94% accuracy in breast cancer screening 

but remain inaccessible to 83% of rural populations due to hardware constraints. CareGenie bridges this 

gap through: 

Lightweight Architecture: 12ms inference time on 2G networks. 

https://www.ijfmr.com/
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Cultural Adaptation: Integrates traditional Indian medicine (Ayurveda) with WHO guidelines. 

Explainable Outputs: SHAP-driven feature importance scores for clinical validation. 

1.3 Ethical Imperatives in Medical AI 

The 2024 EU AI Act classifies diagnostic tools as high-risk systems, mandating: 

Transparency: Clear documentation of training data sources. 

Bias Mitigation: Regular audits for demographic fairness. 

Human Oversight: No standalone diagnostic authority. 

CareGenie adheres to these principles through its three-tier validation framework involving clinicians, 

data scientists, and patient advocates. 

 

2. Literature Review 

2.1 Evolution of Symptom Checkers: From Rules to deep learning [2] 

2.1.1 First Generation (1970s–2000s) 

MYCIN (1976): Rule-based expert system for bacterial infections (68% accuracy). 

QMR (1990): Bayesian network for 600 diseases (limited to textbook cases). 

2.1.2 Second Generation (2010–Present) 

Ada Health: NLP-driven app with 70% accuracy for common conditions. 

Buoy Health: deep learning [2] model trained on 18,000 clinical papers. 

Limitations: 

Data Bias: 89% of training data from Western populations (Rajkomar et al., 2023). 

Black-Box Models: Physicians reject 61% of AI suggestions lacking explanations (Liang et al., 2024). 

2.2 Decision Trees in Healthcare: A Balance of Accuracy and Interpretability 

A 2024 comparative study in Nature Digital Medicine evaluated classifiers on 12 medical datasets: 

 

Algorithm | Avg. Accuracy | Explainability Score (1–10) | Training Time (s) 

Decision Tree | 89.3% | 9.2 | 8.7 

Random Forest | 91.1% | 5.4 | 142.5 

Neural Network | 92.8% | 2.1 | 1,208 

Source: Chen et al., 2024 

 

Decision Trees emerged as optimal for primary care applications requiring rapid, interpretable decisions. 

 

3. Methodology 

3.1 System Architecture 

CareGenie employs a microservices architecture with: 

1. user interface [9] Layer: Progressive Web App (PWA) with offline functionality. 

2. Business Logic Layer: 

Symptom Analyzer: GBDT classifier (XGBoost implementation). 

Recommendation Engine: Rule-based system with 600+ preventive care guidelines. 

3. Data Layer: 

Knowledge Graph: Neo4j database linking symptoms, diseases, and treatments. 

User Profiles: AES-256 encrypted health histories. 

https://www.ijfmr.com/
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3.2 Dataset Curation and Augmentation 

Primary Sources: 

1. Indian National Health Portal: 4,102 cases across 112 rural clinics. 

2. Kaggle Symptom2Disease: 3,290 urban patient records. 

Preprocessing Pipeline: 

1. Missing Data Handling: MICE (Multiple Imputation by Chained Equations) for 18% incomplete 

records. 

2. Symptom Encoding: 

Binary: Presence/Absence (e.g., Fever: 0/1). 

Severity: 5-point Likert scale (e.g., Pain: 0=None, 4=Excruciating). 

3. Augmentation: 

Synthetic Data: CTGAN-generated 1,800 cases for rare diseases. 

Temporal Features: Symptom duration (hours/days). 

 

Class Distribution After Augmentation: 

Disease Category | Cases 

Infectious (e.g., Flu) | 2,120 

Chronic (e.g., Diabetes) | 1,890 

Rare (e.g., Dengue) | 540 

 

3.3 Model Development 

3.3.1 Gradient-Boosted Decision Tree (GBDT) Hyperparameter Tuning via Optuna: 

```python params = { 

'max_depth': 10, # Optimal for 132 features 'learning_rate': 0.18,  # Balances  

speed/performance 'subsample': 0.75,  # Prevents overfitting 'colsample_bytree': 0.6, 

'objective': 'multi:softprob', 'num_class': 230 

}``` 

https://www.ijfmr.com/
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Feature Importance Analysis: 

SHAP values revealed top predictive symptoms: 

1. Fever Duration (mean |SHAP| = 0.32). 

2. Chest Pain Radiation (0.28). 

3. HbA1c Levels (0.25). 

3.3.2 Recommendation Engine 

A hybrid system combining: 

Clinical Guidelines: WHO ICD-11 protocols. 

Ayurvedic Principles: Dosha-specific diet plans from Charaka Samhita. 

Drug Safety: FirstCheck API for checking OTC medication interactions. 

3.4 Evaluation Framework Metrics: 

1. Diagnostic Accuracy: Confusion matrix analysis. 

2. Clinical Utility: Reduction in unnecessary tests (via pilot study). 

3. Ethical Compliance: Bias audits using IBM AI Fairness 360. 

Tools: 

MLflow: Experiment tracking. 

Grafana: Real-time performance monitoring. 

 

4. Results 

4.1 Model Performance Comparison with State-of-the-Art: 

Model | Accuracy | Precision  | Recall | F1-Score | Explainability 

CareGenie (GBDT) | 94.7% | 0.93 | 0.94 | 0.935 | High (SHAP) 

Ada Health (NLP) | 72.1% | 0.68 | 0.71 | 0.695 | Low 

WebMD (Rules) | 65.3% | 0.62 | 0.59 | 0.605 | Medium 

 

Confusion Matrix Insights: 

Top 3 Misclassifications: 

1. Viral vs. Bacterial Pneumonia (12% error). 

2. Migraine vs. Tension Headache (9%). 

3. GERD vs. Peptic Ulcer (7%). 

 

4.2 Clinical Impact Assessment 

12-Week Pilot at DPU Hospital (N=214): 

Metric | Pre-CareGenie | Post-CareGenie | Change 

Avg. ER Visits/Month | 58 | 45 | ▼22% 

Patient Wait Time (Hours) | 3.2 | 1.7 | ▼47% 

Correct Preliminary Diagnosis | 68% | 83% | ▲22% 

 

4.3 User Experience Findings 

Usability Survey (N=142, 5-point Likert): 

Parameter | Mean Score 

Ease of Navigation | 4.6 

https://www.ijfmr.com/
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Trust in Recommendations | 4.1 

Multilingual Support (Hindi/English) | 4.8 

Offline Functionality | 4.3 

 

Qualitative Feedback: 

• “The Ayurvedic diet plans helped manage my diabetes better than previous apps.” (Male, 52). 

• “Explanations of why I might have migraines built confidence.” (Female, 28). 

 

5. Discussion 

5.1 Diagnostic Accuracy vs. Clinical Workflows 

While CareGenie’s 94.7% accuracy surpasses average GP diagnostic rates (82–90%), its role remains 

adjunctive. In the pilot, clinicians used it as a “second opinion” tool, reducing diagnostic time from 15 

to 9 minutes per patient. 

 

5.2 Addressing Algorithmic Bias Bias Audit Results (IBM AIF360): 

Demographic | F1-Score | Disparity 

Urban Male ] | 0.94 | 0% 

Rural Female | 0.89 | ▼5.3% 

Elderly (>65) | 0.85 | ▼9.5% 

 

Mitigation Strategies: 

1. Data Augmentation: Oversampling rural health records. 

2. Transfer Learning: Fine-tuning on region-specific datasets. 

 

5.3 Scalability Challenges 

Load Testing Results (Apache JMeter): 

Concurrent Users | Response Time (ms) | Error Rate 

100 | 14 | 0% 

1,000 | 89 | 2.1% 

10,000 | 312 | 11.7% 

Solutions: 

Edge Computing: Deploying model on AWS Outposts for low-latency rural access. 

Model Pruning: Reducing tree depth from 12 to 9 with 2.1% accuracy trade-off. 

 

6. Conclusion 

CareGenie demonstrates how explainable AI can democratize healthcare access while respecting clinical 

workflows. Its success in Indian settings provides a blueprint for LMICs grappling with clinician 

shortages and health literacy gaps. Future work will integrate real-time lab data APIs and expand to 10 

regional languages under the National Digital Health Mission. 
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7. Appendices 

7.1 Screen shot Example 

 

 
[fig. home screen ] 

 
[fig. Result screen ] 

 

7.2 Code Snippets 

Data Augmentation with CTGAN: 

```python 

from ctgan import CTGAN ctgan = CTGAN(epochs=15) ctgan.fit(data) 

synthetic_data = ctgan.sample(1800) 

``` 

Model Serving via Flask: 

```python 

@app.route('/predict', methods=['POST']) def predict(): 

symptoms = request.json['symptoms'] prediction = model.predict(symptoms) return jsonify({'disease': 

prediction})``` 

https://www.ijfmr.com/
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