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Abstract 

This research paper introduces a Conversational AI Video Assistant developed to enhance user interaction 

with video content through the processing of inputs, transcription of audio, analysis of scenes, and delivery 

of context-aware responses in near real-time. The system is equipped with Whisper for accurate audio 

transcription, custom object detection models built using OpenCV and TensorFlow for visual analysis, 

and Coqui TTS for natural-sounding audio feedback, all integrated seamlessly via a user-friendly Gradio-

based interface. Extensive evaluation across multiple test videos demonstrates efficient performance, with 

processing times scaling linearly with video length and an average real-time factor of 0.173, confirming 

suitability for real-time applications. The system also exhibits robust effectiveness, achieving an overall 

accuracy of 0.86, precision of 0.83, recall of 0.88, and F1-score of 0.85, which reflects its reliability in 

delivering relevant responses. Designed for practical applications, the assistant supports diverse domains 

such as education—enabling interactive learning from instructional videos—accessibility, by providing 

audio descriptions for visually impaired users, and smart home systems, through contextual assistance. By 

combining multimodal processing with an intuitive interface, this Conversational AI Video Assistant 

provides a transformative solution for engaging with video content interactively and meaningfully. 

 

Keywords: Conversational AI, Video Analysis, Scene Understanding, Multimodal Interaction, User 

Experience 

 

1. Introduction 

The way we interact with videos has long been limited—watch, pause, rewind, repeat. Traditional methods 

offer no room for dynamic engagement, leaving users as passive observers of multimedia content. This 

project introduces a Conversational AI Video Assistant that changes this by enabling real-time interaction 

through spoken queries, delivering context-aware responses by processing both audio and visual inputs. 

It’s a multimodal approach designed to make video content more engaging and accessible. 

The growing use of multimedia in education, accessibility, and smart home systems highlights the need 

for intelligent tools that can interpret video-based queries holistically. Current solutions often focus on 

single modalities, like audio transcription or image recognition, but fail to integrate them for a seamless 

conversational experience. Motivated by this gap, our project combines audio transcription, visual scene 

analysis, and natural language response generation to create a system that feels intuitive and responsive, 

aiming to transform how users connect with videos. 
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This Conversational AI Video Assistant processes video inputs efficiently, understands user queries, and 

responds with minimal latency, targeting applications such as interactive learning from educational videos, 

audio descriptions for visually impaired users, and contextual assistance in smart homes. Using a user-

friendly web-based interface, it ensures accessibility across diverse scenarios, making video interaction 

more human and impactful. 

 

2. Methodology 

The development of the Conversational AI Video Assistant was guided by a structured methodology 

aimed at integrating multimodal technologies to deliver real-time, context-aware responses from video 

inputs. This project required a careful balance of performance, accessibility, and user experience, address-

ing the challenges of processing both audio and visual data simultaneously while maintaining low latency. 

This section provides a comprehensive overview of the technologies employed, system requirements, data 

handling processes, processing workflow, and the development and testing phases, highlighting the strat-

egies used to achieve an efficient and reliable system. 

2.1 Technologies and Tools Employed 

The system leverages a suite of advanced technologies to process video inputs and generate responses, 

ensuring seamless multimodal interaction. Gradio was selected to create an interactive web-based user 

interface due to its lightweight framework and ability to handle multimedia inputs, enabling users to up-

load or record videos and receive responses effortlessly. This choice facilitated rapid prototyping and 

deployment, making the system accessible across devices without requiring complex installations. 

For audio processing, Whisper, an Automatic Speech Recognition (ASR) model developed by OpenAI, 

was employed to transcribe spoken queries into text. Whisper was chosen for its high accuracy across 

diverse accents and noisy environments, a critical feature for ensuring reliable transcription of user queries 

embedded in video audio. To handle visual data, custom object detection models were developed using 

OpenCV and TensorFlow, focusing on identifying common objects such as phones, chairs, and other items 

relevant to everyday scenarios. These models were trained on a curated dataset of labeled images to 

achieve precise scene analysis, with optimizations to reduce inference time for real-time performance. 

The response generation process concludes with audio output, where Coqui TTS, utilizing the VITS (Var-

iational Inference with adversarial learning for end-to-end Text-to-Speech) model, converts text responses 

into natural-sounding speech. Coqui TTS was selected for its ability to produce high-quality, expressive 

audio with minimal computational overhead, enhancing the user experience by providing spoken feedback 

that feels conversational and intuitive. Together, these technologies form a robust pipeline that integrates 

audio and visual processing with natural language understanding, tailored for real-time interaction. 

2.2 System Requirements for Deployment 

The system was designed to operate on standard hardware, ensuring accessibility for both development 

and deployment while maintaining performance efficiency. The minimum hardware requirements include 

a dual-core CPU (Intel i3 8th gen or higher), 8 GB of RAM, and a 256 GB SSD for storage, making it 

feasible to run on most modern laptops or desktops. For scenarios requiring faster inference, such as pro-

cessing high-resolution videos or handling multiple users, an optional NVIDIA GTX 1650 GPU can be 

utilized to accelerate TensorFlow-based object detection, reducing latency significantly. 

On the software side, the system requires Python 3.10 as the primary programming environment, with 

Gradio serving as the frontend framework for the web interface. Backend processing relies on several key 

libraries: OpenCV and TensorFlow for visual analysis, Whisper for audio transcription, and Coqui TTS 
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for speech synthesis. These libraries were chosen for their compatibility with Python and their ability to 

handle multimodal data efficiently. A stable internet connection is necessary for API calls, particularly for 

initial model downloads and updates, though the system is optimized to perform most computations lo-

cally to minimize dependency on network availability. This design ensures that the system remains acces-

sible to users in varied environments, from educational institutions to home settings. 

2.3 Data Acquisition and Preprocessing 

Data acquisition is the first step in the system’s pipeline, beginning with video inputs provided by users 

through the Gradio interface. Users can either upload pre-recorded videos or capture live video using a 

webcam, offering flexibility for different use cases, such as analyzing instructional videos or providing 

real-time assistance. Once a video is received, it is split into two streams: video frames and audio tracks, 

enabling parallel processing of visual and auditory data. 

Video frames are sampled at a rate of 1 frame per second to balance computational efficiency with the 

accuracy of visual analysis. This sampling rate was determined through experimentation, as higher rates 

(e.g., 5 frames per second) increased processing time without significantly improving object detection 

accuracy, while lower rates risked missing key visual events. Each frame is preprocessed by resizing to a 

standard resolution (e.g., 640x480 pixels) and normalizing pixel values to optimize input for the object 

detection models. Audio streams are extracted using FFmpeg, a versatile multimedia framework, and pre-

processed to remove background noise, ensuring that Whisper can transcribe queries accurately even in 

less-than-ideal recording conditions. This preprocessing step is crucial for maintaining the system’s relia-

bility across diverse video inputs, from high-quality educational content to user-recorded clips with vary-

ing noise levels. 

2.4 Processing Workflow and Integration 

The processing workflow is a multi-stage pipeline designed to handle multimodal inputs efficiently, en-

suring that the system can deliver responses in near real-time. The pipeline begins with video splitting, 

where the input video is divided into frames and audio streams, as described in the previous subsection. 

The audio stream is then processed by Whisper, which transcribes spoken queries (e.g., “What am I hold-

ing?”) into text with high fidelity, even in the presence of background noise or overlapping speech. 

Simultaneously, the sampled video frames are analyzed using custom object detection models. These mod-

els, built with OpenCV and TensorFlow, identify objects and actions within the frames, generating a con-

textual understanding of the scene. For example, if a user holds up a phone, the model detects the object 

and labels it, contributing to the system’s understanding of the video content. The transcribed text and 

visual analysis results are then combined to form a comprehensive context, which a rule-based response 

generation module uses to create a relevant reply (e.g., “You are holding a phone.”). 

Finally, the text response is converted into audio using Coqui TTS, which generates natural-sounding 

speech with appropriate intonation, making the interaction feel more human-like. The audio output is de-

livered alongside the text response through the Gradio interface, catering to users who prefer spoken feed-

back, such as those using the system in accessibility applications. Each stage of the pipeline is optimized 

for low latency—video splitting is performed in chunks, object detection uses lightweight models, and 

Coqui TTS leverages precomputed embeddings to speed up synthesis—ensuring the system meets real-

time performance requirements. 

2.5 Development and Testing Phases 

The development of the Conversational AI Video Assistant followed a phased approach to ensure a robust 

and user-centric system. The process began with requirements gathering, where user needs were identified 
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through surveys and stakeholder interviews, focusing on applications in education, accessibility, and smart 

home environments. This phase established key goals, such as achieving low-latency responses, support-

ing diverse video inputs, and ensuring accessibility through a web-based interface. 

System design followed, adopting a modular architecture to facilitate scalability and maintenance. The 

architecture separates frontend (Gradio interface), backend processing (audio and visual analysis), and 

response generation, allowing each component to be developed and optimized independently. Implemen-

tation was carried out using Python, leveraging the technologies outlined in Section 2.1. A significant 

challenge during implementation was optimizing the object detection models for real-time performance; 

this was addressed by pruning the TensorFlow models and using quantization to reduce inference time 

without sacrificing accuracy. 

Testing was conducted in multiple stages to validate the system’s reliability and performance. Unit testing 

ensured that individual components (e.g., Whisper transcription, object detection) functioned correctly, 

while integration testing verified the seamless operation of the entire pipeline. Performance testing focused 

on latency, targeting an average processing time below 5 seconds per video, which was achieved at 3.14 

seconds. User acceptance testing involved five testers who provided feedback on usability, leading to 

interface refinements such as adding clearer labels for the “Process Video” button. Compatibility testing 

across browsers like Chrome, Firefox, and Safari ensured a consistent user experience, addressing issues 

like audio playback discrepancies on Safari by adjusting the audio format to MP3. These rigorous testing 

phases confirmed the system’s readiness for real-world deployment. 

 

3. System Architecture 

The architecture of the Conversational AI Video Assistant is engineered to enable efficient processing of 

multimodal inputs—audio and visual data—while ensuring real-time interaction and an accessible user 

experience. The system is designed with modularity and scalability at its core, allowing each component 

to function independently yet synergistically to deliver context-aware responses with minimal latency. 

This section provides an in-depth look at the system’s core components, the input processing and data 

flow, backend mechanisms, and the integration of the user interface for output delivery, offering a com-

prehensive understanding of the system’s operational framework. 

3.1 Overview of System Components 

The system is built on a modular architecture comprising interconnected components that collectively 

process video inputs and generate responses. The frontend is a Gradio-based web interface, providing an 

intuitive platform for users to upload or record videos, submit queries, and receive responses in both text 

and audio formats. Gradio’s lightweight framework ensures accessibility across devices like laptops and 

tablets, with cross-browser compatibility for seamless operation. 

The backend processing pipeline is the system’s backbone, featuring specialized modules for multimodal 

data handling. Whisper, an Automatic Speech Recognition (ASR) model, transcribes spoken queries from 

video audio into text, excelling in diverse acoustic conditions. Custom object detection models, developed 

using OpenCV and TensorFlow, analyze video frames to identify objects and actions, such as a teacher 

pointing to a whiteboard in a classroom setting. Coqui TTS, utilizing the VITS model, converts text re-

sponses into natural-sounding audio, enhancing accessibility for users who rely on spoken feedback. 

Persistent storage is implemented to save video frames and intermediate outputs, such as detected objects 

and transcribed text, enabling efficient reuse in multi-turn interactions. Conversation history is maintained 

in memory using a caching mechanism, supporting context-aware responses by referencing prior queries 
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and video content. This modular design allows for independent updates—such as enhancing object detec-

tion with newer models—while ensuring the system’s overall performance remains robust. 

 

Figure 3.1: Architectural Framework of the Conversational AI Video Assistant 

 
 

This figure illustrates the system’s architecture, depicting the flow from video input through the Gradio 

interface to the backend pipeline. It highlights the parallel processing of audio (via Whisper) and visual 

data (via object detection), context integration for response generation, and the delivery of text and audio 

outputs, with storage and conversation history supporting operational efficiency. 

3.2 Input Processing and Data Flow 

The data flow begins with video inputs captured via the Gradio interface, supporting both uploaded videos 

(e.g., MP4 format) and live recordings from a webcam. This accommodates diverse use cases, such as 

analyzing a classroom lecture video. The system splits the video into two streams: video frames and audio 

tracks, processed in parallel to minimize latency. 

Frames are sampled at 1 frame per second, as optimized in Section 2.3, and fed into the object detection 

models, which generate metadata like object labels (e.g., “whiteboard,” “marker”) and bounding box co-

ordinates. Simultaneously, the audio stream is processed by Whisper, transcribing queries like “What is 

the teacher explaining?” into text, even amidst classroom chatter. The visual metadata and transcribed text 

are combined to form a multimodal context, enabling the system to correlate the query with the scene—

e.g., identifying that the teacher is pointing to a diagram on the whiteboard about photosynthesis. This 

parallel, asynchronous processing ensures responses are delivered in near real-time, averaging 3.14 sec-

onds. 

3.3 Backend Processing Mechanisms 

Backend processing transforms raw inputs into meaningful responses through a series of mechanisms. 

Whisper’s audio transcription module converts spoken queries into text, leveraging a deep learning model 
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fine-tuned for conversational accuracy. The transcribed text is tokenized for efficient downstream pro-

cessing. 

Scene analysis is performed by custom object detection models, which use a convolutional neural network 

(CNN) trained on a dataset of classroom objects and actions. In a complex example, the models might 

detect a teacher holding a marker, pointing to a whiteboard with a photosynthesis diagram, and identify 

the diagram’s elements (e.g., “chloroplast”). This structured output, including object labels and temporal 

context, is stored alongside frame timestamps. 

A rule-based response generation module synthesizes replies by combining the transcribed query and vis-

ual metadata. For the query “What is the teacher explaining?” the system generates a response like, “The 

teacher is explaining photosynthesis, pointing to a diagram of a chloroplast on the whiteboard.” The text 

response is then converted into audio using Coqui TTS, which produces natural speech in MP3 format for 

broad compatibility. This pipeline is optimized for low latency, achieving an average real-time factor of 

0.173. 

3.4 User Interface and Output Delivery 

The Gradio interface is designed for accessibility and ease of use, catering to users like students or visually 

impaired individuals. It features sections for video upload/recording, a “Process Video” button, and areas 

for text and audio outputs. Users can speak queries within the video or type them manually, supporting 

diverse interaction modes. 

Responses are delivered in dual formats: text is displayed for readability, and audio, generated by Coqui 

TTS, plays automatically for hands-free operation. In the classroom example, the response “The teacher 

is explaining photosynthesis, pointing to a diagram of a chloroplast on the whiteboard” is shown as text 

and spoken aloud, benefiting users in accessibility applications. A history panel logs interactions, allowing 

users to revisit responses, which is useful for educational contexts. The interface’s responsive design en-

sures compatibility across browsers (e.g., Chrome, Firefox), as tested in Section 2.5, providing a cohesive 

user experience. 

 

4. Results and Evaluation Outputs 

The Conversational AI Video Assistant underwent a comprehensive evaluation to assess its effectiveness, 

efficiency, and resource usage across a diverse set of scenarios. Five distinct test cases were designed to 

simulate real-world applications, ranging from educational settings to accessibility use cases, ensuring a 

thorough analysis of the system’s capabilities. This section presents the overall performance metrics, per-

test-case trends, processing efficiency, scalability with respect to video length, and memory usage, sup-

ported by detailed visualizations. These results provide a clear understanding of the system’s strengths, 

limitations, and potential areas for improvement, validating its suitability for real-time, multimodal video 

interaction. 

4.1 Overall Performance Metrics 

The system’s overall effectiveness was evaluated using standard machine learning metrics—accuracy, 

precision, and recall—based on its ability to correctly identify objects in video frames and generate con-

textually relevant responses to user queries. These metrics were computed across all five test cases, ag-

gregating the system’s performance on a dataset of 50 video clips, each containing a mix of spoken queries 

and visual elements. 
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Figure 4.1: Overall Performance Metrics of the Conversational AI Video Assistant 

 
This figure illustrates the system’s overall performance, reporting an accuracy of 0.86, precision of 0.83, 

and recall of 0.88. The high recall of 0.88 demonstrates the system’s ability to capture most relevant in-

stances, such as identifying objects like a whiteboard or a marker in a classroom video, ensuring minimal 

misses in critical scenarios. The precision of 0.83 reflects the system’s reliability in making accurate pos-

itive predictions, reducing false positives—for example, correctly distinguishing a marker from a pen. The 

overall accuracy of 0.86 underscores the system’s robustness in delivering reliable responses across di-

verse test cases, making it a dependable tool for applications like interactive learning and accessibility 

support. 

4.2 Per-Test-Case Performance Trends 

To understand the system’s consistency and identify specific challenges, a detailed performance analysis 

was conducted across the five test cases, each representing a unique scenario: Test Case 1 (a classroom 

lecture with a teacher explaining a diagram), Test Case 2 (a cooking tutorial with multiple kitchen uten-

sils), Test Case 3 (a smart home interaction identifying furniture), Test Case 4 (a crowded outdoor scene 

with overlapping speech), and Test Case 5 (a minimalist scene with sparse objects). Metrics including 

accuracy, precision, recall, and F1-score were calculated for each test case to capture both overall perfor-

mance and balance between precision and recall. 

Figure 4.2: Performance Trends Across Five Test Cases 
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This figure visualizes the trends in accuracy, precision, recall, and F1-score across the five test cases. Test 

Cases 1 through 4 consistently achieve scores above 0.85 across all metrics, reflecting the system’s ro-

bustness in handling complex scenarios. For instance, in Test Case 1, the system accurately identified a 

photosynthesis diagram on a whiteboard (accuracy 0.90) and responded to the query “What is the teacher 

explaining?” with high precision (0.88). However, Test Case 5 shows a noticeable dip, with accuracy 

dropping to 0.70 and F1-score to 0.72, due to challenges with minimalist scenes containing sparse objects 

(e.g., a single chair in an empty room). This indicates that the object detection models struggle with low 

visual context, often failing to provide sufficient data for response generation. Despite this, the overall 

consistency in Test Cases 1–4 highlights the system’s reliability in most practical scenarios, with the dip 

in Test Case 5 pointing to a clear area for future improvement. 

4.3 Processing Efficiency 

Processing efficiency is a critical factor for real-time applications, as users expect quick responses to their 

video-based queries. The system’s efficiency was assessed by measuring the processing time for each test 

case, which includes the time taken to split the video, transcribe audio, analyze frames, generate a re-

sponse, and deliver the output. Each test case video was approximately 30 seconds long, with variations 

in complexity affecting computation time. 

 

Table 4.1: Processing Time Across Five Test Cases 

 
 

This table presents the processing time for each test case, with an average of 3.14 seconds across all cases, 

well within the threshold for real-time applications (typically under 5 seconds). Test Case 1, involving a 

classroom lecture, took 3.20 seconds, reflecting moderate complexity in detecting multiple objects like a 

whiteboard and marker. Test Case 4, the crowded outdoor scene with overlapping speech, required the 

longest time at 5.40 seconds, due to the increased computational load of noise filtering for Whisper and 

object detection in a busy environment. Conversely, Test Case 5, with its minimalist scene, was the fastest 

at 2.00 seconds, benefiting from fewer objects to detect and simpler audio transcription. These results 

demonstrate the system’s efficiency across varied scenarios, with an average processing time that supports 

real-time interaction, making it suitable for applications like live educational assistance or smart home 

control. 

4.4 Scalability Analysis 

Scalability is essential for ensuring the system can handle videos of varying lengths without compromising 

performance, a key requirement for real-world deployment. Scalability was evaluated by measuring 
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processing time against video length, using a range of video durations from 10 seconds to 120 seconds, 

with increments of 10 seconds, across a controlled set of test videos with consistent complexity (e.g., a 

cooking tutorial setting). 

 

Figure 4.3: Scalability Analysis: Processing Time vs. Video Length 

 
This figure illustrates the relationship between video length and processing time, revealing a linear trend 

that confirms the system’s scalability. For a 10-second video, the processing time was 1.50 seconds, while 

a 120-second video took 18.00 seconds, yielding a consistent processing rate of approximately 0.15 sec-

onds per second of video. This linearity is attributed to the system’s optimized pipeline: frame sampling 

at 1 frame per second ensures a predictable number of frames to process, and parallel audio-visual pro-

cessing prevents bottlenecks. The predictable scaling supports the system’s applicability in diverse sce-

narios, such as processing short accessibility queries or longer educational videos, without exponential 

increases in latency. 

4.5 Resource Usage 

Efficient resource usage is crucial for deploying the system on standard hardware, particularly for users 

with limited computational resources, such as those in educational institutions or using low-end devices. 

Memory usage was analyzed across the five test cases, monitoring the system’s memory footprint during 

video processing, including frame storage, model inference, and response generation. 
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Figure 4.4: Memory Usage Analysis Across Test Cases 

 
This figure visualizes the system’s memory usage, showing a consistent footprint averaging 1.2 GB across 

all test cases, with minor variations. Test Case 4, the crowded outdoor scene, peaked at 1.4 GB due to the 

higher number of objects detected and the need to store more frame metadata. Test Case 5, with its mini-

malist setup, used the least memory at 1.0 GB, reflecting lower demands for object detection and storage. 

The consistent memory usage, well within the 8 GB RAM requirement (Section 2.2), demonstrates the 

system’s efficiency and practicality for deployment on standard hardware. This resource efficiency en-

sures accessibility for a broad user base, including those in resource-constrained environments, enhancing 

the system’s overall applicability. 

4.6 Key Observations 

The evaluation provides several key insights into the Conversational AI Video Assistant’s performance. 

The system demonstrates high reliability, with an overall accuracy of 0.86 and consistent performance 

(above 0.85) across Test Cases 1–4, successfully handling complex scenarios like classroom lectures and 

crowded outdoor scenes. The dip in Test Case 5 (accuracy 0.70) highlights a limitation in processing 

minimalist scenes, where sparse visual input challenges the object detection models, suggesting a need for 

enhanced models or additional contextual cues, such as integrating scene priors. 

Processing efficiency, with an average time of 3.14 seconds, and a linear scalability trend confirm the 

system’s suitability for real-time applications, supporting use cases from quick accessibility queries to 

extended educational interactions. The efficient memory usage, averaging 1.2 GB, ensures practical de-

ployment on standard hardware, making the system accessible to a wide audience. These results validate 

the system’s effectiveness and efficiency, while identifying specific areas for improvement, such as han-

dling sparse visual inputs, to further enhance its performance in diverse real-world applications. 

 

5. User Interface and Outputs 

The Conversational AI Video Assistant is designed to provide a seamless and intuitive user experience,  
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enabling effortless interaction with video content through a thoughtfully crafted interface. This section 

elaborates on the interface design, the streamlined video upload and processing workflow, and the sys-

tem’s query handling and response generation capabilities, demonstrating how these elements work to-

gether to deliver accessible and context-aware outputs. The discussion is supported by visualizations that 

showcase the application in action, highlighting its usability across diverse scenarios such as educational 

settings, accessibility applications, and smart home environments. 

5.1 User Interface Overview 

The application’s interface is built using Gradio, prioritizing simplicity and accessibility to cater to a wide 

range of users, from students engaging with instructional videos to visually impaired individuals seeking 

audio descriptions. The layout is clean and intuitive, featuring distinct sections for video input, a promi-

nently placed “Process Video” button, an audio playback area, and a text output panel. These elements are 

arranged to minimize user effort, ensuring that even those with limited technical expertise can navigate 

the system with ease. The interface is responsive, adapting seamlessly to various screen sizes and devices, 

such as laptops, tablets, and smartphones, and is compatible with major browsers like Chrome, Firefox, 

and Safari, as validated in Section 2.5. 

A key design consideration was accessibility, particularly for users who rely on audio feedback. The audio 

playback section automatically plays spoken responses, allowing hands-free operation, while the text out-

put panel ensures that users who prefer reading can access the same information. Additionally, a history 

log on the right side of the interface records previous interactions, enabling users to revisit queries and 

responses, which is especially useful in educational contexts where students might need to review concepts 

multiple times. 

 

Figure 5.1: User Interface of the Conversational AI Video Assistant 
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This figure showcases the application’s user interface, highlighting its key components: the video input 

section at the top, the “Process Video” button in the center, and the audio playback and text output areas 

below. The layout’s clarity and accessibility are evident, with labeled sections and a responsive design 

that ensures usability across devices, making it an effective tool for diverse user needs, such as interactive 

learning or accessibility support. 

5.2 Video Upload and Processing 

The video upload and processing workflow is designed for efficiency and user convenience, enabling users 

to initiate analysis with minimal steps. The interface provides two options for video input: users can upload 

pre-recorded videos in formats like MP4 or record live video directly using a webcam, accommodating a 

variety of use cases, from analyzing pre-existing educational content to providing real-time assistance in 

a smart home setting. Once a video is selected or recorded, users click the “Process Video” button to 

trigger the analysis pipeline, which includes splitting the video into frames and audio, transcribing spoken 

queries, and analyzing visual content, as detailed in Section 3. 

The process is streamlined to ensure a smooth user experience, with visual feedback provided during 

processing, such as a loading indicator, to keep users informed of the system’s progress. The average 

processing time of 3.14 seconds (Section 4.3) ensures that users receive responses quickly, making the 

interaction feel near-instantaneous. This efficiency is particularly beneficial in time-sensitive scenarios, 

such as a student needing immediate clarification during a lecture video or a visually impaired user seeking 

a description of their surroundings. 

 

Figure 5.2: Video Upload and Processing Workflow 

 
 

https://www.ijfmr.com/


 

International Journal for Multidisciplinary Research (IJFMR) 
 

E-ISSN: 2582-2160   ●   Website: www.ijfmr.com       ●   Email: editor@ijfmr.com 

 

IJFMR250346053 Volume 7, Issue 3, May-June 2025 13 

 

This figure illustrates the video upload and processing workflow, showing the upload/record options in 

the video input section and the “Process Video” button that initiates analysis. The interface’s simplicity is 

evident, with clear labels and a single-click action to start processing, ensuring that users can easily engage 

with the system. The visual feedback during processing enhances transparency, making the workflow 

intuitive and efficient for applications like real-time assistance or educational content analysis. 

5.3 Query Handling and Response Generation 

The system excels in handling spoken queries embedded within videos, transcribing them accurately, and 

generating context-aware responses that are delivered in both text and audio formats, catering to diverse 

user preferences. Users can ask queries naturally within the video—for example, in a classroom setting, a 

student might ask, “What is the teacher explaining?” while the video shows a teacher pointing to a white-

board with a photosynthesis diagram. The system processes this query by transcribing the audio using 

Whisper, analyzing the video frames to detect the whiteboard and diagram elements (e.g., a chloroplast), 

and generating a response like, “The teacher is explaining photosynthesis, pointing to a diagram of a chlo-

roplast on the whiteboard.” 

The response generation process leverages the multimodal context created by combining transcribed text 

and visual metadata, as described in Section 3.3. The text response is displayed on the interface for users 

who prefer reading, while Coqui TTS converts it into natural-sounding audio, played automatically 

through the browser’s audio player. This dual-output approach ensures accessibility, particularly for vis-

ually impaired users who rely on audio feedback, and enhances usability in hands-free scenarios, such as 

when a user is cooking and following a tutorial video. The system’s ability to handle complex queries, 

like those involving multiple objects and actions in a classroom, demonstrates its robustness and practical 

utility across varied applications. 

 

Figure 5.3: Query Answered by the Application 

 
 

This figure demonstrates the query handling and response generation process, displaying a sample inter-

action: the transcribed query “What is the teacher explaining?” alongside the generated response, “The 

teacher is explaining photosynthesis, pointing to a diagram of a chloroplast on the whiteboard,” and the 

audio playback option. The figure highlights the system’s ability to provide relevant and accessible feed-

back, with both text and audio outputs, making it a versatile tool for educational, accessibility, and smart 

home applications where users need context-aware responses to video content. 
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6. Conclusion 

The Conversational AI Video Assistant marks a significant step forward in transforming how we interact 

with video content, offering a platform that seamlessly integrates audio and visual processing to deliver 

context-aware responses in real time. By achieving an overall accuracy of 0.86, precision of 0.83, recall 

of 0.88, and F1-score of 0.85, the system demonstrates robust performance, reliably interpreting user que-

ries and visual scenes across diverse scenarios. With an average processing time of 3.14 seconds, linear 

scalability, and efficient memory usage averaging 1.2 GB, it proves to be a practical and responsive solu-

tion, well-suited for applications in education, accessibility, and smart home systems. This project not 

only showcases the potential of multimodal AI to bridge the gap between static video consumption and 

dynamic interaction but also highlights its capacity to make technology more inclusive and engaging for 

users from all walks of life. 

6.1 Summary of Achievements 

This project successfully realized its vision of creating a multimodal conversational assistant that empow-

ers users to engage with video content in a more interactive and meaningful way. The system processes 

video inputs with impressive efficiency, delivering responses in near real-time while maintaining high 

accuracy, as evidenced by its performance metrics across five varied test cases. The user-friendly interface, 

designed with accessibility in mind, ensures that users—whether students seeking to learn from educa-

tional videos, visually impaired individuals needing audio descriptions, or homeowners looking for con-

textual assistance—can interact with the system effortlessly. By combining reliable performance with ef-

ficient processing, the Conversational AI Video Assistant meets the diverse needs of its target applications, 

proving its effectiveness in real-world settings and paving the way for more intuitive human-AI interac-

tions. 
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