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Abstract  

This project focuses on enhancing demand forecasting accuracy for Fast-Moving Consumer 

Goods (FMCG) using innovative methodologies, specifically SupplySeers Time Series Models and 

the concept of permutation complexity. With the challenges of traditional forecasting methods, 

which often fail to account for the complexities of consumer behavior and market volatility, this 

research seeks to provide a robust framework to improve predictive performance. 

The study adopts a quantitative and experimental research design, which includes phases of data 

preparation, exploratory data analysis, model development, and evaluation. Key findings indicate 

that SupplySeers models significantly outperform traditional methods such as ARIMA and Holt-

Winters, particularly in capturing non-linear and seasonal trends typical in FMCG sales data. 

Additionally, permutation complexity serves as an effective metric for evaluating time series 

predictability, facilitating tailored model selection based on the complexity level of the data. 

A proposed hybrid forecasting model integrates SupplySeers Time Series Engine with 

permutation complexity filtering, allowing for dynamic adaptation to varying demand patterns. 

This approach not only enhances forecast accuracy by up to 25% compared to standalone models 

but also offers a scalable solution applicable to diverse FMCG datasets. 

The implications of this research are far-reaching, providing FMCG companies with the tools to 

optimize inventory management and enhance decision-making processes. The study concludes 

with actionable recommendations for stakeholders to adopt complexity-aware forecasting systems, 

ensuring better anticipation of demand fluctuations and improved market responsiveness. 

DECLARATION  

CHAPTER 1:I NTRODUCTION AND BACKGROUND TO THE STUDY  

Introduction 

In the ever-changing environment of Fast- Moving Consumer Goods (FMCG), correct demand 

prediction is an important component which greatly affects inventory holding decisions and profitability. 

Conventional forecast models typically do not help to capture these nuances of consumer behaviour and 

market volatility. In this work, novel approaches are presented in the effort of improving forecasting 
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performance using SupplySeers Time Series Models combined with Permutation Complexity measures. 

By adopting these modern analytical methods, firms can enhance their capability of forecasting demand 

shifts and thus reducing surplus and stockouts. Not only are supply chain operations optimized, but also 

the appropriate resources are able to more easily and effectively allocated, resulting in a sustained 

competitive advantage in the industry. To explore this phenomenon further, the following sections 

explain (i) the problem at hand, (i) the nature of the research conducted, and (iii) the implications of 

applying advanced forecasting techniques in the FMCG sector (Verlag G, 2021-05-04)  

Background 

Demand forecasting is an important part of supply chain management which allows businesses to predict 

the demand for their products. There is however, an intense demand stabilization’s problem (cut of 

food and increasing of non-food demand) on forecasting FMCG (cosmetics, tobacco, toiletries, 

beverages etc) consumption in Zimbabwe as it is influenced by seasonality, trends and externality such 

as economic unpredictability and climate change. These complexities may not be captured by traditional 

demand forecasting techniques like moving averages and exponential smoothing. Hence, a better 

demand forecasting method, for example SupplySeer: Time Series Models and permutation complexity 

is necessary. As competition in markets continues to rise, the response of firms in the fast-moving 

consumer goods (FMCG) industry to forecast consumer demand is critical to success. "Knowing what 

you need, and when you need it, is key to keeping your business moving forward." Accurate demand 

planning impacts inventory management, production scheduling and supply chain management, leading 

to cost savings and improved customer service. In addition, the intricate process of consumer purchasing 

habits, which is influenced by seasonality, promotions, and changes in market forces, adds an additional 

level of difficulty to manifest value forecasting within this industry. Time series models and 

Permutation complexity have been in the spotlight to reference their performance in forecasting 

accurately. These methods can provide an insightful understanding of hidden patterns and trends on 

demand data, aiding strategic decision support and market agility (Verlag G, 2021-05-04). Therefore, 

improving the demand estimation with these-mentioned novel approaches is a prime requirement for the 

FMCG industries so as to be competitive in this dynamically changing business environment.  

1.3 Problem Statement 

Inaccurate demand forecasting can result in stockouts, overstocking, and reduced customer satisfaction, 

ultimately affecting the profitability and competitiveness of FMCG companies in Zimbabwe. The 

problem is exacerbated by the lack of advanced demand forecasting methods that can capture the 

complexities of the Zimbabwean market. 

Justification 

This research is justified by the need to improve demand forecast accuracy for FMCG products in 

Zimbabwe. The use of SupplySeer's Time Series Models and permutation complexity can provide a 

more accurate and reliable demand forecasting method, enabling FMCG companies to better anticipate 

and meet customer demand. This can result in improved customer satisfaction, reduced stockouts and 

overstocking, and increased profitability. 
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Objectives 

 To evaluate the effectiveness of SupplySeer’s time series models in predicting demand for 

FMCG products. 

 To analyse how permutation complexity can enhance traditional forecasting methods. 

 To develop an integrated framework that combines both methodologies for improved forecast 

accuracy. 

 To provide actionable recommendations for FMCG companies based on research findings. 

Research Questions 

This study will address the following research questions: 

 How do SupplySeer’s time series models perform compared to traditional forecasting methods in 

predicting FMCG demand? 

 In what ways does permutation complexity contribute to enhancing forecast accuracy? 

 What are the key factors influencing demand variability in FMCG products? 

 How can an integrated approach using both methodologies be effectively implemented in real-

world scenarios? 

1.8 Scope/ Significance of The Project 

This research focuses on enhancing demand forecast accuracy specifically within the FMCG sector 

using advanced analytical techniques. The significance lies in its potential to provide a robust framework 

that can be adopted by businesses seeking to improve their inventory management practices and overall 

supply chain efficiency. By addressing current limitations in forecasting methods, this research aims to 

contribute valuable knowledge that can drive better decision-making processes within organizations. 

1.9 Definition of Key Variables 

The key variables in this research are: 

 Demand forecasting: The process of predicting future demand for products or services. 

 SupplySeer's Time Series Models: Advanced demand forecasting models that use time series 

analysis to predict future demand. 

 Permutation complexity: A measure of the complexity of demand patterns, which can impact 

demand forecast accuracy. 

1.10 Conclusion 

This research aims to investigate the use of SupplySeer's Time Series Models and permutation 

complexity in enhancing demand forecast accuracy for FMCG products in Zimbabwe. The research has 

the potential to contribute to the development of more accurate and reliable demand forecasting methods 

for FMCG companies in Zimbabwe, ultimately improving customer satisfaction, reducing stockouts and 

overstocking, and increasing profitability. 
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CHAPTER 2: LITERATURE REVIEW  

2.1 Introduction 

The literature review provides an overview of the existing research on demand forecasting, SupplySeer's 

Time Series Models, and permutation complexity. This chapter aims to identify the gaps in current 

research and provide a foundation for the development of a hybrid demand forecasting model. 

2.2 Conceptual Framework 

The conceptual framework for this research is based on the integration of SupplySeer's Time Series 

Models and permutation complexity to enhance demand forecast accuracy for FMCG products. The 

framework consists of three main components: 

1. Demand forecasting: This component involves the use of SupplySeer's Time Series Models to predict 

future demand for FMCG products. 

2. Permutation complexity: This component involves the analysis of permutation complexity to identify 

complex demand patterns and improve demand forecast accuracy. 

3. Hybrid demand forecasting model: This component involves the integration of SupplySeer's Time 

Series Models and permutation complexity to develop a hybrid demand forecasting model. 

Hypothesized Relationships 

 SupplySeer models improve demand forecast accuracy compared to traditional models. 

 Permutation Complexity is negatively correlated with forecast accuracy (i.e., more complex time 

series are harder to predict). 

 PC can be used as a pre-processing metric to select the best forecasting approach for a given 

dataset. 

 

2.3 Theoretical Literature/ Empirical Literature 

In today's fiercely competitive global market, companies are always trying new ways to streamline 

operations and keep customers happy. Predicting demand — especially for fast-moving consumer goods 

(FMCG) where trends can shift at lightning speed — plays a big role in this challenge, as such rapid 

changes can really throw off supply chains and hit profits hard. People have cooked up a variety of 

forecasting methods, each bringing its own mix of upsides and downsides. For example, those classic 

quantitative approaches like time series forecasting tend to be trusted for spotting short-term trends in 

pretty steady markets (Singh D et al., 2025). On the other hand, there are qualitative methods that lean 

heavily on expert opinion and market research; these can capture subtle behaviors of consumers but 

might falter when hard data isn’t around (Olutimehin DO et al., 2024). This mix of approaches just goes 

to show that a blended, mixed-methods tactic is often the best way to get a full read on FMCG demand 

patterns (Rizaldy FM et al., 2024).  When you dig into the research, it turns out that the success of 

demand forecasting really depends on loads of factors — market fluctuations, the specific FMCG 

category in question, and how reliable your data really is. Studies generally suggest that newer methods, 

like machine learning algorithms, have been catching on thanks to their talent for uncovering 

complicated patterns in huge datasets; in some cases, they even outdo traditional statistical techniques (J 

Ayers, 2012). That said, these sophisticated methods can raise concerns about whether they're easy to 
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understand or smoothly integrated into everyday business operations (J P Blair et al., 2008).  Also, there 

aren’t many comprehensive reviews that tie together all the current knowledge on forecasting techniques 

aimed at different FMCG segments, whether it’s beverages, food, or personal care items, each showing 

its own quirky demand patterns (N/A, 2022).  This review sets out to take a deep dive into the various 

demand forecasting methods used in the FMCG sector, laying out both their strengths and shortcomings 

while pointing out research gaps that deserve more attention. We pull together what’s known so far and 

trace the paths that these forecasting methods have followed, aiming to offer a solid starting point for 

both academics and industry professionals. Ultimately, our hope is that this effort helps push forward the 

ongoing evolution of demand forecasting practices in an ever-changing FMCG landscape (Olutimehin 

DO et al., 2024)(Nozari H et al., 2022)(Nozari H et al., 2021)(Harish V et al., 2022)(LiczmaKńska et al., 

2019). 

Demand forecasting for fast-moving consumer goods has come a long way. In the early days, folks 

mainly leaned on gut feelings and simple stats—even though those methods sometimes just couldn’t 

keep up with rapid market swings (Singh D et al., 2025)(Olutimehin DO et al., 2024). Back then, studies 

hinted at the convenience of these basic methods while also flagging their big blind spots when 

consumer behaviour shifted unexpectedly.  As time went on, more quantitative techniques stepped into 

the spotlight. Suddenly, approaches like time series analysis and econometric models started offering a 

sharper view of demand patterns. Researchers in the early 2000s generally spoke of improved accuracy 

and a better reaction to market ups and downs (Rizaldy FM et al., 2024)(J Ayers, 2012). Still, they’d 

quickly point out that these methods brought along extra baggage—more data needs and specialized 

know-how that weren’t always easy to come by (J P Blair et al., 2008).  Over the past decade, machine 

learning and artificial intelligence have wedded themselves to forecasting, transforming the game 

entirely. Studies now show that these new tools can boost precision by crunching vast amounts of data in 

near real time (Huang J et al., 2024)(O OSoyege et al., 2023). Of course, even these modern tactics 

aren’t bulletproof. Occasional issues like data bias or overfitting remind us to tread carefully and 

validate results thoroughly (Syarifuddin S et al., 2023). In this messy mix, the literature keeps an 

ongoing conversation about balancing accuracy, simplicity, and real-world challenges (N/A, 

2022)(Olutimehin DO et al., 2024)(Nozari H et al., 2022)—and hints that future work will need to 

bridge the gap between flashy innovation and everyday usability (Nozari H et al., 2021)(Harish V et al., 

2022)(LiczmaKńska et al., 2019).  Looking closer, the landscape splits pretty clearly into quantitative 

and qualitative approaches. On one hand, techniques that focus on numbers—like using past data in time 

series analysis—generally deliver a solid predictive punch, but they sometimes miss sudden shifts in 

market conditions (Singh D et al., 2025)(Olutimehin DO et al., 2024). On the other, qualitative methods 

such as expert judgment and market surveys tap into consumer mood and emerging trends, offering 

insights that raw numbers might overlook (Rizaldy FM et al., 2024). Mixing these two, like in hybrid 

models, seems to be a promising way to boost overall reliability by naturally blending data with human 

intuition (J Ayers, 2012).  At the same time, challenges with data volatility and the unpredictable nature 

of consumer behaviour frequently pop up in research. Many studies note that abrupt market changes—

triggered by things like economic tweaks or unexpected competitive moves—can throw even the best 

models off balance (J P Blair et al., 2008)(Huang J et al., 2024). Some researchers even suggest that 

injecting machine learning algorithms might let systems adapt on the fly to real-time changes (O 

OSoyege et al., 2023). There’s also growing interest in collaborative forecasting, where vendors and 
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retailers share insights. This casual teamwork can ease some of the limitations that come from working 

in isolation (Syarifuddin S et al., 2023), hinting at a future where demand planning is as much about 

connection as it is about calculation.  Forecasting FMCG demand is really a mosaic of methods, each 

with its own quirky strengths and challenges. Traditional statistical routes such as classic time series 

analysis are pretty straightforward and easy to understand, yet they often stumble when nonlinear trends 

or external influences rear their head (Singh D et al., 2025)(Olutimehin DO et al., 2024). In contrast, 

machine learning models harness huge datasets to sharpen predictions in a volatile market—but they 

also require heavy computational power and sometimes act like black boxes that aren’t so easy to decode 

(Rizaldy FM et al., 2024)(J Ayers, 2012). Increasingly, researchers are favouring hybrid approaches that 

blend these techniques. These hybrids, while offering flexibility to adjust to rapidly shifting consumer 

habits, can turn out to be overly complex for smaller teams that might lack the needed technical 

expertise (J P Blair et al., 2008)(Huang J et al., 2024)(O OSoyege et al., 2023). No single technique fits 

every situation, which cements the idea that mixing qualitative insights with quantitative data is often the 

best path forward.  When the debate turns to which method really hits the mark, there’s a lot of back and 

forth. Many scholars champion quantitative methods—citing examples like time series models that 

capably manage large datasets and predict upcoming trends. Still, critics argue that leaning too hard on 

historical data can skew results when conditions change quickly (Singh D et al., 2025)(Olutimehin DO 

et al., 2024). Meanwhile, qualitative approaches, like tapping into market research or gathering insights 

from expert panels, add a layer that pure data sometimes misses (Rizaldy FM et al., 2024)(J Ayers, 

2012). Some studies even show that organizations blending both angles tend to nail more reliable 

demand forecasts (J P Blair et al., 2008)(Huang J et al., 2024)(O OSoyege et al., 2023). Adding fuel to 

the fire, technology-driven methods, especially those powered by machine learning and AI, are 

recognized for their real-time adaptability—though concerns about hidden biases and a lack of 

transparency persist (Syarifuddin S et al., 2023)(N/A, 2022)(Olutimehin DO et al., 2024). All told, it 

appears that a balanced, mixed-method strategy is the most promising way to handle the ups and downs 

of FMCG demand in today’s ever-shifting market. 

Effective demand prediction keeps supply chains humming. It matters a lot in fast-moving consumer 

goods because guessing what customers will do gets messy with seasonal twists, market vibes, and 

random socio-economic bumps (Sanami S et al., 2025). Old forecasting techniques have their merits but 

often stumble in this lively scene. People now chase fresher, more on-point ideas. Recent work shows 

that time series models—especially ones that wedded those funky SupplySeers algorithms to old datacan 

nail future numbers a bit better (I A Mahmoud et al., 2024). Simple static models don’t catch those tiny 

shifts in customer mood and market chaos, so we need these new tricks (M N Trisolvena et al., 2024). 

Accurate demand forecasting is a big deal because even tiny slip-ups can snowball into overstock, 

shortages, or cranky customers (Eyo-Udo NL, 2024). Folks are getting curious about clever tools like 

Permutation Complexity that pick up on subtle timing patterns regular models miss (Adewusi AO et al., 

2024). There’s growing proof that meshing time series analysis with these complexity ideas can really 

boost prediction accuracy, handing FMCG pros a neat edge (Sroginis A et al., 2022). We’ve advanced 

plenty on new forecasting methods yet testing them out in real-life settings still feels half-baked. Studies 

rarely put old models and emerging ones on the same table, leaving us guessing how each fares across 

different products and market moods (Gopal P et al., 2022). Mixing machine learning with traditional 

methods sparks promise, but we still need to dig deeper to see how powerful that combo truly is (Sharma 
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S et al., 2021). These gaps hint at chances for more down-to-earth research on how various forecasting 

tricks work together and what makes them tick (Dolgui A et al., 2019). The current pile of studies 

throws around different forecasting ideas, but we seriously need hands-on work to see how they play out 

on the FMCG floor (Singh J et al., 2019). It might even help to watch these models over the long run in 

unpredictable markets (Koen W Bock D et al., 2023). Researchers could also see if these models grow 

well across different FMCG corners, offering clues for industry folks ready to boost their predictions 

(Benjamin K Sovacool et al., 2021). This review gathers today’s research on sharpening demand 

forecasts, putting a spotlight on SupplySeers time series models and Permutation Complexity. It points 

out the latest trends, weighs up the real impact of various methods, and flags spots needing extra 

probing. The goal is to jump into the conversation on smart demand forecasting for FMCG, giving a 

hand to both researchers and business players (Rudolf T et al., 2021), (Bibri SE et al., 2020), (Alzubaidi 

et al., 2020). 

Forecasting demand for fast‐moving consumer goods is a tricky puzzle people keep trying to crack. 

Back in the early 1990s, studies tossed aside old methods by showing that consumer behavior is 

unpredictable and pointed out the flaws in traditional forecasting techniques (Sanami S et al., 2025). By 

the 2000s, analysts began mixing standard statistical models with shiny new machine learning tricks, 

wedded in ways that bumped up prediction accuracy (I A Mahmoud et al., 2024), (M N Trisolvena et al., 

2024). Specialized time series models for FMCG markets started popping up around then. Experts 

noticed that buying habits in these markets aren’t like any other, and early work tapped into how 

seasonality and promotional events matter—a nod to needing a finer approach (Eyo-Udo NL, 2024), 

(Adewusi AO et al., 2024). These ideas cracked open a door to fresh frameworks that could handle such 

key details more smoothly. Lately, new techniques have caught attention. One cool twist is using 

permutation complexity to dig into time series data. This method not only uncovers hidden non-linear 

trends that regular models might miss but also gives a deeper look at what drives consumer demand 

(Sroginis A et al., 2022), (Gopal P et al., 2022). Research on advanced systems like those been used by 

SupplySeers shows that fusing modern methods with old-school techniques can really line up production 

and inventory with market needs (Sharma S et al., 2021), (Dolgui A et al., 2019). Current chatter leans 

toward blending models that mix hard numbers with gut insights. Even though ARIMA and exponential 

smoothing have long been favorites (Sanami S et al., 2025), (I A Mahmoud et al., 2024), some now push 

to kick them up with advanced statistical and machine learning tweaks (M N Trisolvena et al., 2024), 

(Eyo-Udo NL, 2024). A few warn that leaning solely on numbers might skip over the market vibes and 

key qualitative bits that shape demand (Adewusi AO et al., 2024), (Sroginis A et al., 2022). A newer 

angle looks at FMCG through the eyes of complex systems theory. Some claim demand swings are 

driven by a jumble of interacting factors, which calls for methods that can handle that mess (Sanami S et 

al., 2025), (I A Mahmoud et al., 2024). Permutation complexity gets kudos for catching those sneaky, 

unpredictable shifts (M N Trisolvena et al., 2024), (Eyo-Udo NL, 2024)—though there are worries that 

overly tangled models might not pay off (Gopal P et al., 2022). All in all, mixing old forecasting tricks 

with bold, hybrid approaches seems to build models that are both rugged and adaptable (Sharma S et al., 

2021), (Dolgui A et al., 2019), (Singh J et al., 2019), (Koen W Bock D et al., 2023), (Benjamin K 

Sovacool et al., 2021). 

Forecasting fast-moving consumer goods demand is taking off in wild new ways. Innovative tricks like 

SupplySeers time series models and Permutation Complexity jump straight into the mess of shifting 
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buyer habits, quirky seasons, and a rough economic landscape (Sanami S et al., 2025). SupplySeers’ 

smart algorithms prove they can nail demand predictions even when the market turns unpredictable 

(Sanami S et al., 2025). Old forecasting methods just don’t cut it anymore. Dynamic, flexible models are 

what we need now. Toss in Permutation Complexity and these systems start spotting odd trends and time 

clues that old-school techniques usually miss. This two-step move ramps up accuracy and even weds 

inventory management with what’s really happening in the market, opening the door to a smoother 

supply chain (I A Mahmoud et al., 2024), (M N Trisolvena et al., 2024). Big shifts ripple out from these 

breakthroughs. The FMCG world is morphing into one that relies on savvy, reliable systems that just 

know what’s up. Companies feel the sting of misfires like overstocked shelves, empty bins, and upset 

customers. These refined methods seem built to cut those losses and boost overall supply chain 

performance (Eyo-Udo NL, 2024), (Adewusi AO et al., 2024). Empirical checks and side-by-side model 

tests give industry pros clues on what to pick while shedding light on the crazy rhythms of the market 

(Sroginis A et al., 2022), (Gopal P et al., 2022). There are still gaps, though. Few deep-dive studies 

explore how these new forecasting moves perform across different FMCG product types (Sharma S et 

al., 2021). And while machine learning shows some real promise, more digging is needed to figure out 

how to best mix these modern tricks with classic methods for even better accuracy (Dolgui A et al., 

2019), (Singh J et al., 2019). Looking ahead, it might help to run long-term studies that watch these 

combined models over time, especially when the market gets shaky. Checking how they perform across 

various FMCG slices could offer handy insights for folks trying to fine-tune their tools and keep up with 

changing consumer tastes (Koen W Bock D et al., 2023), (Benjamin K Sovacool et al., 2021). Hands-on 

work that fuses machine learning with tried-and-true time series analysis might even unlock clever ways 

to build tougher forecasting systems (Rudolf T et al., 2021), (Bibri SE et al., 2020), (Alzubaidi et al., 

2020). In short, wedded SupplySeers time series models with Permutation Complexity marks a major 

leap in forecasting FMCG demand. By plugging research gaps and pushing out fresh methods, this 

combo could really get companies ready to face the wild ups and downs of today’s market. 

In conclusion, this literature review highlights the critical advancements in demand forecasting for fast-

moving consumer goods (FMCG) through the adoption of innovative methodologies, particularly 

focusing on SupplySeers time series models and Permutation Complexity. The analysis of existing 

research illuminates a pressing need for accurate demand forecasting to tackle the intricate challenges 

posed by variable consumer behavior, seasonal trends, and economic fluctuations that define the FMCG 

landscape. Notably, the integration of advanced algorithms like SupplySeers has emerged as a promising 

solution, demonstrating enhanced predictive accuracy when forecasting product demand in a turbulence-

prone market environment (Sanami S et al., 2025). 

This review reaffirms the significance of shifting from traditional, static forecasting methods, which 

often falter in their predictive capability, to dynamic models that offer nuanced insights into demand 

patterns. The incorporation of Permutation Complexity into forecasting frameworks has been shown to 

effectively capture non-linearities and temporal dependencies in consumer data that are otherwise 

overlooked by conventional approaches. This dual-method strategy not only augments the accuracy of 

forecasts but also aligns inventory management practices closely with actual market demands, leading to 

a more optimized supply chain (I A Mahmoud et al., 2024), (M N Trisolvena et al., 2024). 
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The broader implications of these findings are profound, as they signal a transformative trend in the 

FMCG sector towards adopting sophisticated analytical frameworks capable of yielding more reliable 

demand forecasts. As businesses increasingly recognize the financial ramifications of inaccurate 

forecasts—ranging from overstocking and stockouts to compromised customer satisfaction—these 

advanced methodologies promise to mitigate such risks and drive efficiencies within supply chain 

operations (Eyo-Udo NL, 2024), (Adewusi AO et al., 2024). The emphasis on empirical validation and 

the comparative analysis of diverse forecasting models not only aids practitioners in selecting suitable 

approaches but also fosters a deeper understanding of the predictive landscapes that dictate FMCG 

market dynamics (Sroginis A et al., 2022), (Gopal P et al., 2022). 

However, limitations within the existing literature must be addressed. Most notably, a lack of 

comprehensive empirical studies evaluating the practical implementation and performance of these 

novel forecasting techniques across varied FMCG product categories remains apparent (Sharma S et al., 

2021). Furthermore, while the incorporation of machine learning methodologies shows promise, there is 

a need for deeper exploration into how these can be effectively merged with existing forecasting 

frameworks to achieve enhanced accuracy (Dolgui A et al., 2019), (Singh J et al., 2019). 

Future research should prioritize longitudinal studies to assess the effectiveness of these integrated 

forecasting models over time, specifically during periods of market volatility. Investigating their 

scalability across different FMCG sub-sectors would yield valuable insights for stakeholders seeking to 

strengthen their forecasting capabilities and enhance organizational responsiveness to changing 

consumer behaviors (Koen W Bock D et al., 2023), (Benjamin K Sovacool et al., 2021). Moreover, 

empirical inquiries into the practical application of machine learning combined with traditional time 

series analysis could elucidate pathways to more robust forecasting strategies (Rudolf T et al., 2021), 

(Bibri SE et al., 2020), (Alzubaidi et al., 2020). 

In summary, the convergence of SupplySeers time series models with Permutation Complexity marks a 

significant milestone in demand forecasting for FMCG products, with substantial implications for 

improving accuracy and efficiency across the supply chain. By addressing the identified gaps within the 

literature and fostering continued methodological evolution, the field can ensure that organizations are 

better equipped to meet the complexities of consumer demand in an increasingly volatile market 

environment. 

2.5 Exclusion / Inclusion Criteria 

The exclusion and inclusion criteria for this literature review are as follows: 

Inclusion criteria: 

 Research articles and studies published in peer-reviewed journals 

 Studies that focus on demand forecasting for FMCG products 

 Studies that use SupplySeer's Time Series Models or permutation complexity 

Exclusion criteria: 

 Studies that do not focus on demand forecasting for FMCG products 

 Studies that do not use SupplySeer's Time Series Models or permutation complexity 

 Studies that are not published in peer-reviewed journals 
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2.5 Conclusion 

The literature review highlights the importance of accurate demand forecasting in supply chain 

management and the effectiveness of SupplySeer's Time Series Models and permutation complexity in 

improving demand forecast accuracy for FMCG products. The review also identifies gaps in current 

research, including the need for more studies on the application of permutation complexity in demand 

forecasting. The findings of this literature review provide a foundation for the development of a hybrid 

demand forecasting model that integrates SupplySeer's Time Series Models and permutation complexity. 

 CHAPTER 3: RESEARCH METHODOLOGY  

3.1 Introduction 

This chapter outlines the methodological framework adopted to achieve the study’s objectives. It details 

the research design, data sources, modeling techniques, tools used, and evaluation strategies. The 

approach integrates time series modeling using SupplySeers with Permutation Complexity analysis to 

develop a robust and adaptive forecasting framework for FMCG demand. 

3.2 Research Design / Methodology Approach 

The research follows a quantitative and experimental design, focusing on data-driven analysis and model 

performance comparison. The methodology consists of four key phases: 

1. Data Preparation and Cleaning 

2. Exploratory Data Analysis (EDA) 

3. Model Development and Complexity Analysis 

4. Evaluation and Interpretation 

A comparative modeling approach was employed to benchmark SupplySeers time series models against 

traditional forecasting methods such as ARIMA and machine learning models like XGBoost and 

CatBoost. 

3.3 Data Sources / Dataset Description 

The dataset used was collected from internal FMCG sales transaction records, including the following 

fields: 

 INVOICE_DATE (timestamp), 

 COST (monetary sales amount), 

 PRODUCTLINE, PROVINCE, DELIVERY LOCATION, DEALSIZE (categorical features). 

https://www.ijfmr.com/


 

International Journal for Multidisciplinary Research (IJFMR) 

E-ISSN: 2582-2160   ●   Website: www.ijfmr.com   ●   Email: editor@ijfmr.com 

 

IJFMR250348001 Volume 7, Issue 3, May-June 2025 11 

 

 

After cleaning and aggregation, the dataset comprised monthly sales figures for multiple product lines 

across several provinces. Redundant features such as CUSTOMER NAME and ITEM DESCRIPTION 

were excluded to focus on relevant predictors. 

 

3.4 Research Materials and Tools 

The following software and tools were used: 

Python 3.x  Primary programming language. 

Jupyter Notebooks  For scripting and model visualization. 

Pandas, NumPy, Matplotlib, Seaborn  Data manipulation and visualization. 

scikit-learn, XGBoost, CatBoost, LightGBM  Machine learning models. 

Statsmodels  For ARIMA and Holt-Winters forecasting. 

Custom SupplySeers modules  For time series modeling. 

Permutation Entropy Library  For calculating permutation complexity. 

These tools facilitated exploratory analysis, model training, and evaluation under a unified environment. 
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3.6 Ethical Considerations 

This research ensures the confidentiality and anonymity of the data sources and participants. The 

research also complies with the ethical guidelines and regulations of the institution and the country. 

3.7 Chapter Summary 

This chapter outlines the research design, methodology, and approach used to investigate the 

enhancement of demand forecast accuracy forFMCG products using SupplySeers Time Series Models 

and permutation complexity. The chapter also describes the data sources, research materials and tools, 

data modelling methodology, evaluation metrics, and ethical considerations. 

CHAPTER 4: RESULTS AND FINDINGS 

4.1 Introduction 

This chapter presents the results obtained from implementing advanced forecasting techniques on 

FMCG sales data. Emphasis is placed on applying SupplySeers time series models and measuring 

permutation complexity to enhance the accuracy and robustness of demand predictions. The analysis 

aims to identify the most effective forecasting model and quantify the contribution of complexity-aware 

methods to predictive performance. 

4.2 Insights from the Data 

The dataset comprised transactional FMCG sales data containing key features such as: 

 INVOICE_DATE (time dimension), 

 COST (target variable representing sales value), 

 PRODUCTLINE, PROVINCE, and DELIVERY LOCATION (categorical variables). 

The preprocessing phase involved: 

 Handling missing values, 

 Dropping redundant columns (e.g., CUSTOMER NAME, ITEM DESCRIPTION), 

 

 Converting INVOICE_DATE into a usable timestamp format,&Aggregating sales on a monthly 

level to facilitate time series modeling, 
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 Encoding categorical variables using label and one-hot encoding. 

 

4.3 Exploratory Data Analysis 

Exploratory analysis revealed the following: 

 Seasonal Trends: Monthly aggregation of sales (COST) demonstrated clear seasonality, with 

periodic surges in specific months likely driven by regional demand cycles or promotional 

events. 

 

 Regional Variation: Certain provinces, such as Metro Manila and nearby regions, contributed 

disproportionately to total sales. 
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 Product Category Dominance: A few product lines were dominant in sales, indicating the 

importance of product segmentation in demand modeling. 

 

The data exploration established a solid foundation for time series modeling by highlighting recurring 

patterns and irregularities. 

4.4 Results of Algorithm Performances 

A suite of forecasting models was tested, including: 

 Baseline Statistical Models: ARIMA, Holt-Winters, 
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 Machine Learning Models: XGBoost, CatBoost, LightGBM, 

 SupplySeers Time Series Models: Custom architectures optimized for FMCG demand 

fluctuations, 

Evaluation Metrics used: 

Model RMSE MAE MAPE (%) R² Score 

ARIMA 8125.23 6347.52 21.84 0.71 

Holt-Winters 7893.41 6205.29 20.65 0.73 

XGBoost 5623.77 4176.34 14.03 0.86 

CatBoost 5470.65 4109.12 13.81 0.87 

SupplySeers 4195.02 3211.48 10.29 0.91 

 

Key Findings: 

 SupplySeers models consistently outperformed traditional approaches, especially in high-

variance product categories. 

 Permutation Complexity (PC) was computed for multiple time series (e.g., monthly demand 

per product line). Time series with higher PC scores generally had lower forecasting accuracy 

using naïve models, suggesting a strong inverse correlation between complexity and 

predictability. 

 Models that integrated PC as a feature or filter showed improved robustness, particularly 

during demand shocks or season-end periods. 

4.5 Proposed Model 

The proposed model is a hybrid framework combining: 

 SupplySeers Time Series Engine: For identifying deep temporal structures and patterns, 

 Permutation Complexity Filtering: To classify series into low- and high-complexity buckets 

and apply model selection accordingly, 
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 XGBoost for structured categorical variable handling and residual correction. 

Architecture Flow: 

1. Preprocess and group data by product line and time. 

2. Calculate permutation complexity for each time series. 

3. Apply clustering to group similar demand behaviors. 

4. Forecast using SupplySeers or ML model based on complexity class. 

Advantages: 

 Higher forecast accuracy in high-volatility items. 

 Scalable to multiple regions and product categories. 

 Interpretable and deployable in real-world FMCG environments. 

4.6 Conclusion 

This chapter has demonstrated that incorporating SupplySeers models with Permutation Complexity 

analysis significantly enhances forecast accuracy in FMCG sales data. Not only do these models 

outperform traditional baselines, but they also offer granular control over model selection and accuracy 

diagnostics. The hybrid framework provides a scalable and robust solution for real-world demand 

forecasting challenges. 

CHAPTER 5: DISCUSSION OF RESULTS 

5.1 Presentation of experimental or simulation results (tables, graphs, charts, etc.) 

5.2 Interpretation of results 

5.3 Comparison with existing methods or results 

5.4 Critical analysis of findings 

5.1 Presentation of Experimental or Simulation Results 

The experimental setup involved training and evaluating a range of models on FMCG sales data 

aggregated at the monthly level. Below are the key visual and tabular outputs: 

Forecast Accuracy Results (Selected Models) 

Permutation Complexity Scores 

A histogram was used to visualize Permutation Complexity (PC) across different product lines. High-

PC time series corresponded with erratic patterns and seasonal shocks. 
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Forecast Visuals 

 Line plots showed predicted vs actual sales values over time. 

https://www.ijfmr.com/


 

International Journal for Multidisciplinary Research (IJFMR) 

E-ISSN: 2582-2160   ●   Website: www.ijfmr.com   ●   Email: editor@ijfmr.com 

 

IJFMR250348001 Volume 7, Issue 3, May-June 2025 18 

 

 

 

 Residual plots confirmed that models integrating complexity filtering had lower error variance. 
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5.2 Interpretation of Results 

 SupplySeers models clearly provided superior predictive accuracy, especially in segments where 

traditional models (ARIMA, Holt-Winters) struggled due to non-stationarity or high noise. 

 Models informed by permutation complexity dynamically adapted to the structural complexity of 

each time series, improving generalization. 

 High MAPE values in baseline models indicate that they failed to capture nonlinear trends and 

seasonal irregularities. 

 CatBoost and XGBoost worked well on structured data but were slightly outperformed by 

SupplySeers, especially on time-dependent patterns. 

 The Permutation Entropy of the total monthly sales time series is: 0.8529 

 This relatively high value (on a scale from 0 to 1) indicates that the sales pattern has moderate-

to-high complexity, meaning it exhibits a mix of structure and unpredictability. This supports the 

use of adaptive models like SupplySeers combined with Permutation Complexity to improve 

forecasting. 

5.3 Comparison with Existing Methods or Results 

When benchmarked against conventional methods: 

 ARIMA and Holt-Winters worked moderately well for stationary series but failed with irregular, 

high-PC data. 

 Gradient boosting models significantly improved performance due to better feature interaction 

handling. 

 The proposed hybrid model (SupplySeers + PC) showed marked improvement: 

o 15–25% lower RMSE than ML models alone. 

o Greater resilience in face of data sparsity and volatility. 

In literature, traditional forecasting models for FMCG often lack adaptability to structural complexity. 

This research advances the field by introducing a model complexity-aware pipeline, which is largely 

missing from prior work. 

5.4 Critical Analysis of Findings 

While the results demonstrate strong improvements, several critical observations emerge: 

 Data quality issues (e.g., missing timestamps, inconsistent entries) required intensive 

preprocessing and may have influenced results. 

 Permutation complexity adds computational overhead, which must be justified by the gains in 

accuracy—especially in real-time applications. 

 The SupplySeers model architecture is still evolving, and further tuning or integration with deep 

learning (e.g., LSTM with attention) could yield even better outcomes. 
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 The model performs best at the monthly aggregation level; daily or SKU-level predictions may 

need specialized tuning or separate architectures. 

 External factors (e.g., promotions, economic shifts, weather) were not included and could 

enhance future versions of the model. 

CHAPTER 6: CONCLUSIONS AND RECOMMENDATONS  

6.1 Introduction 

This chapter concludes the study by summarizing its main findings in line with the stated research 

objectives and questions. The study aimed to enhance demand forecasting accuracy for FMCG products 

through the use of SupplySeers time series models and permutation complexity analysis. The 

conclusions drawn address the performance, integration, and implications of these methodologies, 

followed by practical recommendations for stakeholders. 

6.2 Conclusions 

Firstly, SupplySeers models significantly outperformed traditional forecasting methods (e.g., ARIMA, 

Holt-Winters) in terms of RMSE, MAE, and MAPE. The model captured non-linear and seasonal 

patterns typical in FMCG sales data, delivering superior accuracy and consistency across different 

product lines and regions. This confirms that SupplySeers is well-suited for real-world demand 

forecasting in dynamic and fast-moving markets. 

Secondly, permutation complexity (PC) served as an effective metric for evaluating the structure and 

predictability of time series data. It allowed the classification of time series into low and high 

complexity categories, enabling selective model application. High-PC series were better handled by 

flexible, non-linear models, while low-PC series performed well even under simpler models. Integrating 

PC into the forecasting process helped reduce forecast error and provided deeper insights into demand 

volatility. 

Furthermore hybrid framework was proposed combining SupplySeers forecasting with PC-based 

filtering and model selection. This framework dynamically adapts to the complexity level of each 

product's demand pattern, ensuring the most suitable algorithm is applied. The integration enhanced 

accuracy by up to 25% compared to using standalone models, making it a powerful approach for 

handling diverse FMCG datasets. 

The research findings provide a foundation for FMCG companies to adopt complexity-aware forecasting 

systems that are both scalable and interpretable. By using permutation complexity as a diagnostic tool 

and SupplySeers as the predictive engine, companies can forecast more reliably, plan inventory more 

efficiently, and respond proactively to market shifts. 

SupplySeers models deliver significantly better accuracy, particularly in handling non-linear and 

seasonal FMCG demand, and are more scalable for diverse datasets. 

Permutation complexity provides a quantitative measure of time series predictability, guiding model 

selection and reducing error in high-variance scenarios. 

Factors include seasonality, regional differences, promotional campaigns, and inherent randomness in 

consumer behaviour—many of which correlate with higher permutation complexity in time series data. 
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6.3 Recommendations 

FMCG companies should evaluate the structural complexity of product-level demand before selecting a 

forecasting model. Permutation complexity metrics can guide this selection process and improve overall 

forecast reliability. 

Organizations should deploy the SupplySeers architecture as the core of their demand planning systems. 

Its adaptability to complex, seasonal, and nonlinear trends makes it an asset in supply chain decision-

making. 

Use the proposed hybrid model combining PC and SupplySeers for real-time forecasting. This allows 

systems to adjust automatically based on the observed complexity and variability of incoming sales data. 

Accurate forecasting can inform not only inventory management but also pricing, promotions, and 

distribution strategies. This can reduce costs and increase responsiveness to demand changes. 

 

Future improvements can include integrating promotions, holidays, and economic indicators into 

the model to further improve forecast precision, especially during peak or volatile periods. 
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