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Abstract 

Innovative solutions are required in the field of Automatic License Plate Recognition (ALPR) due to the 

significant task of maintaining accuracy in foggy conditions. When visibility is impaired, traditional 

ALPR systems have serious limitations that affect their efficacy and dependability. By fusing the power 

of the Internet of Things (IoT) with sophisticated Machine Learning (ML) algorithms, this research aims 

to overcome these limitations. This project is driven by the urgent need to guarantee that ALPR systems 

function reliably in inclement weather, such fog. 

The main objective of this research is to develop a comprehensive and flexible ALPR solution for cloudy 

conditions. In these situations, traditional methods frequently fail because visual obstructions make it 

difficult to identify license plates. The study uses machine learning (ML) techniques to dynamically 

modify ALPR parameters in real-time based on data obtained from Internet of Things (IoT) sensors, in 

addition to fog detection. Maintaining accuracy and maximizing ALPR performance in the face of 

changing environmental conditions requires this dynamic response. 

The practical applications of this research for real-world deployment are just as important as the 

algorithmic improvements it makes. The initiative aims to close the gap between theoretical 

developments and practical applications, acknowledging the wider consequences for security, law 

enforcement, and traffic management. Combining machine learning with Internet of Things technologies 

could help solve fog-related problems and advance ALPR systems into dependable, all-weather 

solutions. By doing this research, we hope to advance public safety and security by laying the 

groundwork for ALPR systems that function flawlessly in a variety of difficult environmental situations. 

 

Index Terms: Image Processing, Object Detection, Object Tracking, Python. 

 

1. INTRODUCTION 

 1.1 Problem definition 

Poor weather, in particular the heavy fog that lingers for around two months out of the year, is to blame 

for a great deal of car accidents in the northern states. Vehicle-captured images are deteriorated because 

of the atmospheric particles' scattering and attenuation, which lowers contrast and visibility, distorts 

color, and reduces the visibility of the scene's content. This makes it harder for computer vision systems 

and humans to identify object features. Because of the poor visibility in foggy weather, it can be 

extremely difficult to identify a vehicle, which frequently leads to repeated violations of traffic laws and  

https://www.ijfmr.com/


 

International Journal for Multidisciplinary Research (IJFMR) 
 

E-ISSN: 2582-2160   ●   Website: www.ijfmr.com       ●   Email: editor@ijfmr.com 

 

IJFMR250348148 Volume 7, Issue 3, May-June 2025 2 

 

incidents of speeding. 

It is necessary to put in place a strong vehicle identification system in order to raise drivers' awareness of 

responsibility and proactively avert serious collisions. An electronic reminder system for repeat 

infractions would be in place in addition to making it easier to issue traffic tickets. This all-

encompassing strategy has the ability to dramatically lower the number of accidents while also 

improving the tracking of vehicle activity for increased compliance and safety. 

1.2 Proposed Work 

In order to facilitate identification, we suggest integrating sophisticated image capture devices, such as 

cameras and digital scanners, with a physical toll plaza system. 

A single image defogging algorithm will use the captured image as an input. This algorithm can remove 

degradation based on a number of factors, including the distance between the object and the acquisition 

device, the type (haze and fog water particles have different sizes), the density, and the wavelength of 

atmospheric particles. It also improves the visual quality of images for computer-aided applications and 

human interpretation, which can be important in a variety of applications, including surveillance, driver 

assistance systems, remote sensing, and air and maritime transportation. 

The Dehazing algorithm is based on the DehazeNet network base CNN model, which was proposed by 

Cai et al. It uses the entire image as input and uses a coarse-scale network to estimate the scene 

transmittance map. A fine-scale network is then used to refine the estimate of the scene transmittance 

map, improving the accuracy of the transmittance map of the fogged image. Finally, an inverse operation 

is performed to produce the fog-free image. 

YOLOv8 can be used to retrieve the vehicle's number from a fog-free image. picture acquisition, picture 

preprocessing, identifying the region of interest (ROI), segmentation, and optical character recognition 

are the steps in ALPR. Applications utilizing convolution neural networks (CNN) for object detection 

are overly prevalent. Because of its efficient results, CNN is preferred for image classification, object 

recognition, character recognition, and information retrieval areas. 

Because of their computational complexity, region-based convolutional neural networks are not 

appropriate for real-time applications. You Only Look Once architecture, or YOLO architecture for 

short. There are twenty-four and twenty-seven convolutional layers in this neural network. 

YOLO is limited to ROI detection since it struggles to identify small objects. A CNN model for optical 

character recognition is created. 

The ROI required for the image to be processed further and sent into the image enhancement module 

will be successfully detected by the YOLOv8 model. There will be just one class and an equal filter size 

of eighteen during the license plate detection phase. Initial training weights for the darknet-fifty three 

convolutional layers will ideally be pretrained weights. The data set from the accessible Indian license 

plates will then be divided one by one for the optical character recognition portion. After that, the data 

will be cleaned, separated, and arranged into 36 classes, each ranging from 0 to 9 and A to Z. Finally, 

the CNN multi-layered model will be used to train the model. After then, the data is safely kept in a 

database system to guarantee data continuity and to keep correct records. 

A variety of Internet of Things (IoT) sensors are also included into the system, including motion, 

velocity, and infrared sensors as well as cameras, internet connectivity modules, and buzzers. Together, 

these sensors add to the thorough collection of pictures and related information, enhancing the 

capabilities of the system. The goal of this additional data is to evaluate each vehicle's probable level of 

hazard based on past performance and sensor inputs. The system's architecture ensures real-time 

https://www.ijfmr.com/


 

International Journal for Multidisciplinary Research (IJFMR) 
 

E-ISSN: 2582-2160   ●   Website: www.ijfmr.com       ●   Email: editor@ijfmr.com 

 

IJFMR250348148 Volume 7, Issue 3, May-June 2025 3 

 

frequency monitoring while effectively managing and recording these data points. 

 

2. LITERATURE SURVEY 

In their study, Kumar et al. use the friendly ARM9 board support package (BSP) S3C2440 to offer a 

network video capturing system. As requested by the client, this application system records video, 

distributes it across networked systems, and sends a brief message service alarm to the person in charge. 

This system is powered by embedded RT Linux and operates in a real-time environment.. [3] 

This system offers a low-cost, highly effective intelligent monitoring system that uses little power, such 

as those found in home security systems and elevators. Real-time Linux, or RT Linux, is employed in 

this instance. One of its advantages may be that it supports both wired and wireless internet connectivity. 

The individual receives a warning via the short messaging service (SMS). Reference Paper [4]. The 

development process of the ov511 USB camera driving in the Linux operating system, MPEG-4 video 

coding techniques, and the network transmission realization of video data transfer are all detailed in this 

paper by < V. Jyothi, Prof. M.S.R.K. Hanuja >. 

In contrast to the peer work, this research uses an embedded Linux platform based on the S3C2440 

microcontrol chip and an OV511 USB camera for video capture. Video4linux provides the foundation 

for the captured video processing. This paper will have the following benefits: stable performance, low 

cost, real-time transmission well, and rapid video gathering. 

 

3. FLOWCHART 
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This system offers a low-cost, highly effective intelligent monitoring system that uses little power, such 

as those found in home security systems and elevators. 

The steps in a dehazing method to turn a foggy image into one without fog are shown in this flowchart. 

Foggy Image: To eliminate the haze, the input image must be treated. 

Dark-channel Image: Making a dark-channel image is the first stage. Based on the finding that most non-

sky areas of haze-free outdoor photos have at least one color channel with some pixels with very low 

brightness, the dark channel prior is used. 

Coarse Transmittance Map: A coarse transmittance map is made from the dark-channel image. 

Optimization of Filter Design: Then, by optimizing the filter design, the coarse transmittance map is 

improved. This stage probably entails using a variety of image processing methods to increase the 

transmittance map's precision. 

Fine Transmittance Map: A fine transmittance map is produced following optimization. With the haze 

taken into consideration, this map provides a more realistic depiction of the light transmission in the 

picture. 

Estimate Atmospheric Light Value: The atmospheric light value needs to be estimated using the fine 

transmittance map. The light that is scattered by the atmosphere and adds to the hazy effect is represented 

by this value. 

Final Calculation: To adjust for haze in the image, a final calculation is made using the fine transmittance 

map and the anticipated atmospheric light value. 

Fog-free Image as an input Image: The fog-free image is the outcome of the last computation; it has 

considerably lessened or removed the haze, exposing more distinct colors and details. 

Input Image: The vehicle and its license plate are seen in the input image that serves as the process's 

starting point. 

Resize Input Image: To guarantee consistency in subsequent processing, the input image is enlarged to a 

standard dimension. 

Grayscale Conversion: A grayscale version of the scaled image is produced. By using simply intensity 

information rather than color, this minimizes computer complexity and simplifies the image. 

Apply Median Filter: To eliminate noise while maintaining edges, a grayscale image is subjected to a 

median filter. This aids in preserving the license plate's key components. 

Apply Wiener Filter: In order to further reduce noise and enhance image quality—both of which are 

essential for precise character recognition and license plate detection—a Wiener filter is next used. 

Execute Morphological Operation: To improve the structure of the license plate and set it out from the 

background, morphological operations are carried out. 

Extract Plate Region: After the picture has been processed, the area with the license plate is taken out. In 

order to process the license plate further, this step isolates it. 

Implement Character Segmentation: The extracted license plate's characters are segmented. To do this, 

each character must be isolated in order for them to be identified separately. 

Character Recognition: An appropriate recognition algorithm (such OCR, or optical character recognition) 

is used to identify the segmented characters. In this step, the character image is converted into legible text. 

Display License Plate and Print Number: The number on the license plate that has been identified is 

printed and shown. 

Stop: The license plate number has been successfully identified and displayed 
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The procedures involved in an automated license plate recognition (ALPR) system, from initialization to 

the final display and saving of the identified license plate, are outlined in this flowchart. Below is a 

breakdown of every step: 

Start: The procedure gets started. 

Initialize: Before beginning to process frames, the system initializes all required parts. 

Check: The system runs a check, most typically to determine whether a trigger has been triggered or 

whether there is an incoming frame to analyze. 

Capture Frame: The system takes a picture of the input source (a video feed, for example) if the check 

condition is met. 

Grayscale Conversion: To ease processing and computational strain, the collected frame is transformed 

to grayscale. 

Identification of the Region of Interest (ROI) for Additional Processing: The system recognizes the 

license plate and calculates the area of interest. 

Preprocess ROI: The identified license plate serves as the region of interest, and it is preprocessed. This 

could involve applying contrast enhancement, noise reduction, or other methods to raise the quality of 

the image of the license plate. 

Execute OCR: To identify and extract the characters on the license plate, OCR (Optical Character 

Recognition) is carried out on the previously processed ROI. 

Display and Save Frame: After the license plate number has been identified, the frame containing the 

plate is stored for later use or documentation. 

Termination: The frame's display and saving signal the conclusion of the procedure. 

 

4. METHODOLOGY 

The methodology that is being suggested tackles the urgent problem of car crashes that are made worse 

by unfavorable weather, especially dense fog that is common in northern regions for around two 

months every year. The attenuation and scattering of air particles deteriorates car-captured photos, 

making it difficult to identify the vehicle and frequently resulting in speeding and other traffic 

infractions. The installation of a strong vehicle identification system becomes essential in order to 

reduce these hazards and foster discipline among automobile owners. By making it easier to issue 

traffic tickets and set up automated reminders for persistent infractions, this system hopes to improve 

safety and compliance monitoring while also perhaps lowering the number of accidents that occur. In 

line with our suggested strategy, a physical toll plaza system will be installed along with cutting-edge 

image capture equipment, such as digital scanners and cameras.  

A Single Image Defogging Algorithm is used to preprocess the collected images, enhancing visibility 

and clarity that are essential for computer-aided applications. By estimating scene transmittance maps 
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and producing fog-free images, we improve image quality by utilizing the CNN model that is based on 

DehazeNet. The YOLOv8 model is then used to retrieve license plate numbers, providing precise 

optical character recognition for license plate recognition. The final data is safely kept in a database 

system to ensure data continuity and correct record-keeping. In order to improve data collecting 

capabilities, our system also includes a variety of IoT sensors, including motion sensors, velocity 

sensors, and cameras. With the aid of this extra data, real-time hazard assessment based on sensor 

inputs and previous records is made possible, guaranteeing effective control and oversight of vehicle 

activities. 

 

5. ALGORITHMS USED 

A completely personalized application was created to stream surveillance system videos via WebCam. 

 

5.1. Dehazing   Algorithm 

Within the domain of advanced image processing and computer vision, dehazing refers to a 

computational method designed to lessen the adverse impact of meteorological phenomena like haze on 

visual information. This technique works by using sophisticated algorithms to undo the damage caused 

by tiny airborne particles that obstruct visual quality, such as dust, smoke, and water droplets. 

Once limited to image processing uses, dehazing is becoming more and more popular due to the needs of 

advanced computer vision jobs, artificial intelligence, and the changing autonomous system landscape. 

Especially in bad weather, single-image dehazing algorithms have become essential instruments for 

improving the functionality of autonomous systems and platforms. 

The dehazing fundamentals deal with the atmospheric scattering model, in which light from incident 

sources interacts with haze to provide direct attenuation and scattered portions that contribute to 

decreased contrast and visibility deterioration. The development of algorithms that efficiently restore 

contrast and detailed information in images damaged by bad weather is based on theoretical 

underpinnings, as demonstrated by commonly used atmospheric scattering models. This helps to 

mitigate negative effects on complex autonomous systems. 

5.1.1.  Types Of Dehazing Algorithms 

Many approaches have been investigated in the complicated field of image dehazing, many of which 

have struggled with the problems that the intricate interaction of atmospheric factors presents. Based on 

the methods used, image dehazing algorithms can be classified into three different classes. The first class 

consists of dehazing methods that require extra data, including polarization or depth information from 

the original scene. Although this strategy makes sense in theory, it is limited by the difficulty and rarity 

of obtaining this kind of physical data without specific equipment. 

The second category is multi-image dehazing, in which algorithms use many photographs of the same 

scene as a point of reference to recover contrast and visibility. While theoretically identical to the first 

class, a major obstacle to the development of algorithms in this class is the practicality of acquiring 

many images. 

On the other hand, single picture dehazing, the third and main category, has attracted a lot of interest in 

the last 20 years because of its realistic presumptions and wide range of applications. Two distinct 

subclasses arise within this category: one uses machine learning techniques, while the other uses image 

processing techniques, frequently combining a prior. Interestingly, single picture dehazing methods 

based on convolutional neural networks have been more and more popular in recent years, which is in 
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line with the quick development of artificial neural networks. This study explores the complicated issues 

surrounding the complexity and performance of single picture dehazing, with a focus on platforms with 

limited resources, like mobile platforms and unmanned aerial vehicles (UAVs). The suggested method 

presents two brand-new, lower complexity single picture dehazing algorithms to overcome these 

obstacles. 

  

5.2. Single Image Dehazing 

In the field of image deblurring, the main methods are divided into two groups: front-based image 

processing and learning-based methods; each of these aims to estimate transmittance and extract 

atmospheric light by experimental methods. A major advance in this field is the dark channel prior (DCP) 

proposed by He et al. This method demonstrates minimal channel usage, given the haze concentration, 

often found in unnatural areas. Although DCP provides flexibility and efficiency, it has limitations in 

terms of flexibility, speed, and edge savings. 

To improve the original DCP method, researchers explored various modifications. For example, Xie et 

al. DCP has been combined with several Retinex to speed up rendering; Later research addressed the 

inefficiencies caused by replacing the matting function with different filters. To overcome the loss of 

detail caused by the minimum filter, morphological reconstruction is introduced. The challenges of real 

work are solved by combining the best devices and algorithms and achieving mitigation. 

 Tarrel et al. The Fast Visibility Recovery (FVR) algorithm has been proposed to increase the 

computational speed by using a median filter. FVR is known for its relationship between computational 

complexity and image size. However, it is difficult to see the fog in the small space between objects, 

making the image unclear. The bounded bound and fixed point (BCCR) algorithm was introduced. 

Contrary to the assumption that pixels in the same local patch have the same depth, BCCR provides 

good adaptability and detail preservation. Extensive research in the field of image deblurring reflects 

continuous efforts to solve problems related to speed, flexibility, and quality preservation in many real-

world situations. 

5.2.1. Atmospheric scattering Model 

The Atmospheric Scattering Model (ASM) is a model used to describe the activity of dark clouds. This 

model assumes that blurred images are a result of light escaping from the surface and passing through 

the atmosphere, as well as scattering of light from the atmosphere. 

Ths Process is expressed using Radiative transport Equation 

I(x) = J(x).t(x) + A.(1 − t(x)) 

where x denotes the position of the pixel 

I(x):  Color intensity of the captured image at position x 

J(x):  Original scene radiance to be recovered at position  x 

A: Atmospheric light 

t(x):  Coefficient representing the portion of light in direct attenuation 

The task of restoring the haze-free image 𝐽(𝑥) is transformed into predicting the unknown parameters 𝐴 

and t(x). However, accurately predicting these parameters is challenging because 𝐴 does not always 

correspond to the pixel with the highest intensity, and 𝑡(𝑥) corresponds to the depth  

 

5.3. Dark Channel Prior (DCP) 

The Dark Channel Prior (DCP) is a fundamental concept in single image dehazing algorithms, serving as 
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a key heuristic to estimate and mitigate the effects of haze in a given scene. DCP, reported by He et al., 

uses the observation that there is at least one color channel with lowest intensity in the non-sky area of 

an image. This channel is called the dark channel and effectively represents the visibility of haze due to 

its limited use in areas where the situation is not clear. 

The value of the dark channel is considered to represent the haze concentration in an area, and the 

permeability, which is an important parameter in the haze removal process, can be extracted. While the 

DCP method has been praised for its simplicity and efficiency, issues include competing with changes, 

processing speed, and possible image artifacts from too many development corrections.  

Despite these limitations, the previous dark channel is still important in the tool of deblurring algorithms 

and provides a good idea to improve the visibility of the cloud-affected image. The main idea of fixing 

photos without weather is to make outdoor photos look good without a storm. The significance of this 

analysis is that at least one color channel exhibits low-intensity pixels near zero in the non-sky area of 

image 1.  

This result is encapsulated in the sense of the dark channel denoted as Jdark for any J image. An area in 

region X. This is represented as a two-minute process: first on the fr, g, bg color lines of image J and 

then on the pixels in the local area, resulting in a good representation of the dark area of the image. . 

The dark channel principle primarily assumes that for outdoor non-cloudy images (except natural 

areas), the intensity of the dark channel will be low and converge to zero: Jdark - 0. Prediction 

performance in non-cloudy conditions. First of all, shadows created by objects such as cars, 

buildings or natural objects cause lower values in the  

dark.. Second, colored objects that have low reflectivity in each color channel (such as green plants

, red or yellow flowers, and blue water) will also cause low levels. Third, dark objects or places, such as

 rocks and stones, increase the darkness of dark lines. Many sites, including Flickr.com. The docu

ment focuses on cloudless daytime and cityscapes and is carefully detailed, with particular attentio

n to the exclusion of natural areas. Comprehensive analysis of 5,000 selected images clearly demon

strates the power of the dark channel in low-light outdoor conditions. 

DCP 

 

5.3.1. Image Processing 

It is not possible to complete the image before it is captured or acquired. These images are often caused 

by hazy weather or fog, resulting in reduced visibility and contrast. 

 

 
Pic.5.3.1. Input Image 

Divide the invisible image into small overlapping pieces. The size of the patch will vary depending on t

he nature of the artwork and the level of work to be done.For each patch, calculate the dark channel, 

which represents the minimum pixel value of all color channels.  
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Pic.5.3.2.DCP processed Image 

• Estimated atmospheric light, which represents the light scattered and attenuated by atmospheric part

icles in the scene. Atmospheric light is usually estimated based on the highest value pixels in the d

ark channel. 

• Calculate the transmission map, which describes the percentage of light reaching the camera from e

ach scene. The transmission map is estimated using the dark channel and estimated atmospheric li

ght. The output value of each pixel is inversely proportional to the haze density. 

• Apply the transmission map to the dark image to create the defogging image. Calculate the haze 

free image from the atmospheric scattering model using the atmospheric light and scattering map

. Haze-

free images are obtained by removing haze from the original hazy image using an approximate tra

nsmission map and atmospheric light. 

 

6. ANPR Image Detection 

The proposed approach for automatic number plate recognition (ANPR) system is outlined in this 

section. While existing ANPR methods perform well with dark and light images, they struggle with low-

contrast, blurred, and noisy images. However, the proposed ANPR approach excels in handling low-

contrast, blurred, and noisy images, as well as dark and light ones. This approach is segmented into four 

main parts, as depicted in Fig. 5, with the following steps: 

1. Acquisition of Input Image 

2. RGB to Grayscale Conversion 

3. Noise Removal using Iterative Bilateral Filter 

4. Contrast Enhancement via Adaptive Histogram Equalization (AHE) 

5. Morphological Opening and Image Subtraction 

6. Image Binarization /Thresholding 

7. Vertical Edge Detection using Sobel Operator 

8. Candidate Plate Area Detection 

9. Actual Extraction of Number Plate Area 

10. Enhancement of Extracted Plate Area 

11. Character Segmentation (CS) 

12. Optical Character Recognition (OCR) 

Steps 1-4 (image acquisition, RGB to grayscale conversion, noise removal using iterative bilateral filter, 

and contrast enhancement using AHE) fall under the Image Acquisition and Pre-Processing phase. Steps 

5-10 are part of the number plate extraction phase (NPE). Character segmentation involves connected 

component analysis and boundary box analysis, while character recognition entails template loading, 

character normalization, and template matching using correlation. 
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6.1.  Image Acquisition  

The initial stage of ANPR involves capturing the input vehicle image using a digital camera. Different 

categories of images can be obtained during camera capture. Our database comprises five image 

categories: Light Images, Dark Images, Low Contrast Images, Blurred Images, and Noisy Images. A 

light image is characterized by a histogram far from the origin, while a dark image has a histogram close 

to the origin. Low-contrast images result from poor illumination, featuring narrow and middle-

positioned histograms. Blurred images lack clarity, often due to adverse weather conditions like snow, 

fog, or rain introducing noise during image capture. 

 

6.2. Pre-Processing 

Pre-processing aims to enhance the contrast of the input image, reduce image noise, improve processing 

speed, and enhance image visibility and quality. In the proposed ANPR approach, pre-processing begins 

with the conversion of the RGB image to a grayscale image. Subsequently, iterative bilateral filtering is 

applied to remove noise from the grayscale image, followed by enhancement using the Adaptive 

Histogram Equalization (AHE) technique. 

6.2.1 Conversion of RGB to Gray Level image 

The captured input vehicle image is in RGB format. In this step, the RGB image is converted into a 

grayscale image to simplify subsequent processing. 

6.2.2 Noise Reduction by Iterative Bilateral Filter 

Iterative bilateral filter is used in proposed approach that provides the mechanism for noise reduction 

while preserving edges more effectively than the median filter. The iterative bilateral filter results into 

less blurring effect while smoothing an image than the median filter. The image reconstructed with 

iterative filter has high PSNR and low MSE value as compared to the image reconstructed with the 

median filter. Hence the image filtered with iterative bilateral filter has better quality than the image 

reconstructed with median filter. 

6.2.3 Contrast Enhancement using Adaptive Histogram Equalization 

In the proposed method, contrast improvement is achieved through adaptive histogram equalization 

(AHE). Unlike traditional histogram equalization (HE), where contrast enhancement depends solely on 

grayscale values, AHE improves contrast based on grayscale, local features, and pixel coordinates of the 

image. Images processed with AHE exhibit higher Peak Signal-to-Noise Ratio (PSNR) and lower Mean 

Squared Error (MSE) values compared to those processed with HE. Consequently, AHE-produced 

images are of superior quality. 

6.3 Morphological Opening and Image Subtraction Operations  

A disc-shaped structuring element (SE) is first created for the morphological opening operation. This SE 

is then applied to the adaptive contrast-enhanced image. Following this, in the image subtraction 

operation, the morphologically opened image is subtracted from the adaptive contrast-enhanced 

grayscale image, highlighting the region containing the number plate. 

 

6.4. Image Processing 

Commence by capturing or acquiring the image encompassing the vehicle and its license plate. This 

image could be obtained through surveillance cameras, dashcams, or similar imaging devices. 
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Pic.5.3.1. Input Code and Output Window 

• Convert the image to grayscale to streamline processing. Implement noise reduction techniques, such 

as Gaussian blur or median filtering, to enhance the image quality. Employ image enhancement 

methods, such as histogram equalization, to refine contrast and visibility. 

• Utilize edge detection methods, such as Sobel or Canny edge detection, to pinpoint potential regions 

containing license plates. Apply morphological operations, such as dilation and erosion, to amplify 

edges and remove noise. Employ contour detection algorithms to identify potential license plate 

regions based on attributes like size, aspect ratio, and other characteristics. 

 

 
Pic.5.3.2. OCR Recognition 

• Subsequently, within the localized license plate regions, segment individual characters using 

techniques like horizontal or vertical projection histograms. Separate characters based on the gaps 

between them and their relative positions within the license plate region. 

 

6.5. Optical Character Recognition (OCR) 

• The Optical Character Recognition (OCR) algorithm marks the conclusive stage of the ANPR 

system. This stage receives segmented characters as input and yields the license card number as 

output. Character recognition is executed through Template Matching (TM) using correlation. 

Relatedness denotes the resemblance between segmented characters and character structure. Within 

the character recognition phase, 42 x 24 pixel letters from A to Z and digital images from 0 to 9 are 

employed in the model. All images are read, saved in a file, and stored in a 36-character format. Post 

template loading, character normalization is conducted, resizing all segmented characters to the 42 X 

24 template size. Subsequently, correlation is utilized to compare string characters to string 

characters. The correlation value is computed by juxtaposing the same segmented image with each 

standard image, selecting the most fitting image, and transcribing it into text. 

• The ultimate outcome of the ANPR algorithm comprises the recognized license plate information, 

typically represented as alphanumeric characters. Optionally, supplementary metadata such as the 

confidence score of recognition or timestamp may be appended. 

• Present ANPR systems falter with poor image quality, blur, and noise. However, the proposed 

ANPR method is adept at handling irregular, blurry, and noisy images, as well as dark and light-
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colored ones. For instance, the input image depicted in Figure 6 exhibits low contrast. Employing 

the existing ANPR algorithm on such adverse images fails to extract the actual license area. Given 

that both stages hinge on the efficacy of the license domain rule, character segmentation and 

recognition falter due to inaccurate license domain inference.  

 

7. RESULTS 

 
7.1.Confusion Matrix For Predicted Number Plate Detection 

This confusion matrix is used to predict number plate detection that displays the performance of an 

algorithm by comparing the true number against the detected number plates. 

 

 
This graph gives the relation between Confidence and F1 value. 

 

7.2.F1 Curve  
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7.3.PR Curve 

This graph gives the relationship between Precision and Recall. 

 
 

7.4.Final Result 

This is the final result of our project. This depicts various types of outputs we get after training our 

program with various datasets. 

 

8. CONCLUSION 

The use of anti-aircraft systems in areas frequently affected by bad weather conditions is an important 

step in improving road safety. This solution includes both passive and active elements and has the 

potential to change vehicle paradigms. As we walk at the intersection of climate and technology, this 

vision beckons us like a beacon of safety, ready to cut through the fog and lead us to a moment of 

harmony and fewer accidents. 

 

9. FUTURE SCOPE 

      Looking ahead, many avenues for future research and development will emerge to improve the 

performance and functionality of this system. A potential area of expansion includes improving and 

optimizing image enhancement algorithms to remove blur. Continuing advances in machine learning and 

imaging technology may lead to the development of more complex algorithms that can process more 

areas of the atmosphere and increase the accuracy of images. Additionally, integration of real-time 

weather data and environmental sensors into the system can enhance modification and operation by 

updating the performance image according to the current weather condition. Additionally, research into 

the integration of new technologies such as lidar and radar sensors may provide additional insights into 

the development of tools to detect and assess hazards, especially in blind conditions. Additionally, 

expanding the process to include predictive capability assessment can improve overall safety by 

identifying areas at risk and taking steps forward to reduce risk. Finally, ongoing research into edge 

computing and integration could lead to the proliferation of automatic vehicle identification, enabling 

larger, more reliable applications and massive exports. By investigating these processes in the future, the 

planning process can be modified and adapted to meet the changing needs of road safety in adverse 

weather conditions; ultimately helping to reduce traffic accidents and improve overall transportation 

safety and efficiency. 

 

REFERENCES 

1. Saidatt Amonkar, Anikumar Naik, Amogh A. Sanzgiri: ALPR System Using Sequence Modelling: A 

real time system for vehicle authentication (2019) 

https://www.ijfmr.com/


 

International Journal for Multidisciplinary Research (IJFMR) 
 

E-ISSN: 2582-2160   ●   Website: www.ijfmr.com       ●   Email: editor@ijfmr.com 

 

IJFMR250348148 Volume 7, Issue 3, May-June 2025 14 

 

2. Bo Yao,Lei Huang,Changping Liu : Adaptive Defogging of a Single Image (2009) 

3. Haifeng Dong, Ruini Ma: Application and Research of Dark Channel Defogging Algorithm in Video 

Logging Image Enhancement (2021). 

4. Abida Ali, Umme Fariha Kabir, Nishat Sultana :Vehicle-NnA Cnn Based Local Vehicle Detection 

Classifier (2021)  

5. Chen Rongbao,Zhao Dan,Wang Qianlong : Research on the algorithm of the front vehicle speed 

based on vehicle video (2017). 

6. Abhishek Kashyap, B. Suresh; Anukul Patil, Saksham Sharma;,Ankit Jaiswal:Automatic Number 

Plate Recognition (2018). 

7. Liu Zhaohua, Gao Bochao: Radar Sensors in Automatic Driving Cars (2020). 

https://www.ijfmr.com/

