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Abstract 

This review examines the impact of using Federated Learning (FL) on No-Code AI tools and how it could 

change data security in the BFSI industry. Despite keeping the data local on each machine, FL allows 

different organizations to train AI models together. It gives an overview of what components the model 

contains, its functions and how accurate it is at predicting things by comparing it to other machine learning 

models that were used as references. Our work highlights successful cases and uses innovative tools to 

develop an approach that can boost the prevention, analysis and monitoring of fraud, risks and compliance 

in BFSI. The challenges included in the paper are heterogeneous data, threats to security and the challenge 

of scaling, along with future research ideas. These findings matter most to specialists working in AI, along 

with experts in finance, who need more privacy in their AI solutions. 
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1. Introduction 

Nowadays, companies in the BFSI sector are relying more on AI to operate faster, deliver better 

experiences to clients and keep their systems secure [2]. Examples of AI applications in BFSI are fraud 

detection, controlling risks, using analytics for predictions, assisting with customer service and 

implementing personalized marketing. Still, because these applications use users’ financial data, there are 

serious privacy and security issues. 

Storing large loads of data in one place for traditional machine learning has often been seen as a threat to 

customer privacy in fields such as banking and finance. FL is a new method that effectively minimizes the 

security risk involved in this system [2]. Using FL, various organizations or parties can work together on 

machine learning training without sharing their personal data. So, each participant’s data is stored on their 

own systems and they only send new model updates to each other, ensuring their private data remains 

protected. Therefore, Federated Learning is an excellent choice for the BFSI sector because data security 

is extremely important there. 

Furthermore, people who do not specialize in AI can now access AI tools because of no-code platforms. 

With these platforms, anyone can easily create, train and put AI models to work without having to write 

detailed code [3]. When financial institutions combine no-code AI with Federated Learning, they are able 
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to securely use AI for security, fraud detection and analysis without sharing their data. Thanks to this, 

financial organizations of any size can bring in advanced AI technologies with ease. 

1.2 Importance and Relevance in Today's Research Landscape 

As many financial institutions handle more sensitive information through AI, Federated Learning is 

gaining significance in the BFSI [4]. Usually, it has been difficult for organizations to exchange their data, 

including for training, because people are afraid of possible data breaches, unapproved access and 

problems with rules. Federated Learning is a solution that allows AI to be taught with other computer 

systems while maintaining the security of raw data at each institution. This technology is valuable today 

because of concerns about privacy and strict new regulations like the GDPR in Europe and regulations in 

other countries that require personal data to be secure. 

Securely working together on building machine learning models for financial institutions improves their 

cyber security and aids in obeying data protection rules [5]. Federated Learning makes it possible for BFSI 

institutions to collaborate in AI without sharing their confidential financial data. Due to the rise of no-

code AI, setting up and using these secure collaborative models can be done by any organization, as they 

do not need to have technical experts on staff. 

1.3 Significance in the Broader Field 

Federated Learning has a huge impact that can improve AI and machine learning as a whole [7]. While it 

is primarily meant for the highly-supervised BFSI industry, it can offer a lot of benefits in areas such as 

healthcare, retail, telecommunications and others. In healthcare, Federated Learning makes it possible for 

hospitals and healthcare providers to train AI for disease spotting or improved patient care, while keeping 

patient records private from other parties. Likewise, in smart cities, using Federated Learning would allow 

different parties involved to train AI models on traffic, environment and city planning data without 

breaching individual privacy. 

As no-code AI involves both low-code and no-code tools, organizations do not need to possess high-level 

knowledge to quickly use AI technologies. Simple user interfaces on no-code AI and machine learning 

platforms make them major contributors to fast adoption of secure, scaled and privacy-assured 

applications in the BFSI field. Thanks to this merger, smaller companies may get involved with AI, letting 

more people benefit and keep their data private and secure. 

1.4 Challenges and Research Gaps 

Still, even with its potential, Federated Learning cannot be used in the BFSI sector to its fullest due to 

several issues. Some of these problems are: 

1. Data Heterogeneity: Different organizations’ data can be very different in their types, forms and how 

they are distributed. Suppose, for example, one bank holds records of their customers’ transactions, 

whereas another one records details of their interactions with customers. Because data is not 

homogeneous, models designed to work on one dataset are often not suitable for another. 

2. Communication and Computation Costs: Because data is not shared during training, Federated 

Learning uses more communication than training on a centralized server. Since this process involves 

large amounts of data or advanced models, the communication can cause inefficiencies. Besides, 

running training on a local device or server is computationally intensive, creating issues for smaller 

groups. 

3. Security Concerns: Although information is kept safely in Federated Learning, it is still prone to 

model poisoning and data inference attacks. If an attacker takes part in model poisoning, they may 

change the model’s updates and make it less secure or efficient. The BFSI sector in particular must 
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ensure that its Federated Learning systems are protected against attacks, since these threats occur all 

the time. 

4. Regulatory Compliance: Depending on the country or region, data protection regulations might 

complicate the use of Federated Learning. The important challenge in research is to ensure that these 

systems are regulated as required and that institutions can still work together smoothly. 

In this review, I wish to assess how Federated Learning and no-code AI work together to improve BFSI 

security. The main objectives of the review are mentioned below. 

• Study Federated Learning and how it can be applied in the BFSI industry. 

• Find out what no-code AI platforms are doing to allow non-technical users to use Federated Learning. 

• Discuss what challenges and restrictions apply to Federated Learning concerning both privacy, other 

safety aspects and rules. 

• Check out case studies and actual use of Federated Learning in the BFSI sector and point out both 

what works well and what could be improved. 

• Suggest future areas of study to address current problems and improve the protection, size and 

performance of FL models. 

In the following section, I will present information about: 

1. The Technical Foundations of Federated Learning: Here, you will explore the structure, 

communication and ways of training that are unique to Federated Learning. 

2. Integration of No-Code AI with Federated Learning: The next part of the document will discuss 

how no-code AI platforms can bring Federated Learning to organizations that lack technical skills. 

3. Challenges in Implementation: We shall focus on the biggest problems when implementing 

Federated Learning in the BFSI sector: data variety, expensive calculations, privacy and safety issues 

and laws and regulations. 

4. Case Studies: Examples of Federated Learning being implemented in BFSI will be provided, showing 

how it can be beneficial. 

5. Future Directions: In the future, we will recommend how to improve Federated Learning’s 

performance, safety and usability in both BFSI and other industries. 

In the BFSI sector, Federated Learning provides a chance to use AI models that are secure and do not 

expose private information when they are trained. With the help of no-code AI, smaller institutions can 

take advantage of AI technology and ensure they follow data privacy guidelines. Here, we cover both the 

potential and the problems that this powerful combination is facing to achieve its maximum effect. 

 

2. Theoretical Framework of Federated Learning in No-Code AI for BFSI Security 

2.1 Components of the Federated Learning Framework 

Federated Learning (FL) allows for training a machine learning model together, without sharing data from 

each institution to a central location [8]. Since data is so important in the BFSI sector, this structure has 

emerged as very relevant there. 

1. Local Data Repositories: The data involved in the FL process is stored and maintained separately by 

each entity. This way, key information such as finances and customers’ details, is kept within the 

organization. With data kept locally, the organizations protect individuals’ privacy and obey GDPR 

which prohibits sharing their personal information without first receiving consent. 

2. Global Model Initialization: The central server begins by creating a global model and this model will 

then be trained along with others submitted by the consortium’s institutions. The model used at the 
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start of FL is typically a basic AI model or one that has already been trained and can be tweaked by 

FL. 

3. Local Model Training: Every taking part institution trains the global model on its own computers 

using their specific data. What matters is that data from one institution is never moved to or shared 

with another. According to the company’s data, the local model is set up to demonstrate specific and 

unusual behavior in the business or among customers. An example is a bank concentrating on 

identifying fraud while another makes customers’ lives easier with the use of chatbots. All institutions 

participate in helping the global model by sharing new model parameters, even if the applications 

involve various networks. 

4. Aggregation of Model Updates: When training is complete on local servers, the updated parameters 

from each institution are sent directly to the central server, not the entire data. FEDLearn is usually 

responsible for combining the updates from each institution into a single model. Thus, all sensitive 

information remains within the local area without being exposed outside. 

5. Iterative Refinement: In the next round of training, the accumulated model is sent back to the 

institutions for further improvement. Over time, institutions work on the model further based on the 

outcomes of each trial. Thanks to this, the model can improve gradually if new types of data are 

included, finally resulting in an AI model that relies on many sources of knowledge. 

2.2 Assumptions Underpinning the Framework 

For Federated Learning to be successful, several things must be true: 

● Data Privacy: In FL, it is assumed that the data of each organization remains secret. The model 

software is trained locally and the results of this training are sent to a central server to update the model 

which keeps the institution’s data private. For the BFSI sector, it is required by law to protect 

customers’ privacy when handling their data. 

● Collaborative Participation: The concept of federated learning assumes that more than one 

organization is prepared to participate together. Since the data remains shared and undistributed, 

aggregating the results makes model training more effective for many purposes. Since fraud detection 

and risk management are difficult in the BFSI sector, sharing information and knowledge locally 

benefits all parties. 

● Secure Aggregation: Even though we do not share our raw data, the model updates could contain 

some revealing information. Consequently, it is essential to use a secure aggregation method to stop 

people from identifying updates made by particular institutions and to ensure privacy. Ensuring this 

protects users’ privacy by preventing others from guessing their personal information. 

● No-Code AI Integration: With no-code AI, even those without technical skills can build and use AI 

models through easy-to-learn tools. Because of this, organizations in the BFSI sector can work together 

on AI models, as it does not require them to have expert programming or data science skills. They help 

small organizations get access to AI by ensuring that their models meet important privacy and security 

standards [9]. 

2.3 Potential Applications in BFSI Security 

The use of Federated Learning in the BFSI sector greatly affects the security of different applications: 

● Fraud Detection: Using Federated Learning, banks and other financial firms can together build 

models to identify fraud and prevent sharing private data from their transactions [10]. This, in turn, 

stops fraudulent activities and follows the guidelines for handling data security. 
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● Risk Assessment: By working together, banks and insurers can use training models to assess credit 

risk or insurance risk using a variety of data, including transaction records, customer ages and profiles 

and their financial habits. As over multiple institutions send data to the model, it becomes more reliable 

and the privacy of the information is still ensured. 

● Customer Behavior Analysis: Federated Learning helps to analyze how people use bank services 

provided by various service providers. Local data can be studied to understand customers’ likes and 

support service improvements including bank accounts and insurance plans, while still protecting each 

individual’s privacy. 

● Regulatory Compliance Monitoring: In the world of financial services, Federated Learning gives 

companies the chance to deploy AI that detects violations of financial regulations from multiple 

organizations. The models can analyze a broad range of data, so each involved institution follows the 

same rules and confidentiality is preserved. 

 

2.4 Evaluation of Performance and Limitations 

2.4.1 Performance: 

● Enhanced Data Privacy: FL ensures that all sensitive information stays inside the institution where 

it was created. For this reason, the BFSI sector can rely on it since ensuring confidentiality is so 

important. 

● Collaborative Model Improvement: Cooperative learning allows for more reliable models to be 

built. If data from various places is included in the model, it becomes more universal and delivers 

superior results on unknown data, supporting every participant. 

● Scalability: The framework can be used to handle large operations. Including more organizations in 

the global model will not reduce its effectiveness, allowing it to support many companies in the BFSI 

sector. 

2.4.2 Limitations: 

● Data Heterogeneity: A significant challenge is that data from each institution is not the same. Due to 

the different types of data each institution uses, it becomes challenging to aggregate the updates for 

the model. This situation might lead to difficulties and the model not performing well. 

● Communication Overhead: The model in Federated Learning always needs to be in sync and that 

requires the central server to communicate with each separate organization frequently. If many 

institutions are included or if the model is large, the learning process could take up a lot of network 

space. If this is the case, model training could take longer. 

● Security Risks: FL may still be vulnerable to several types of attacks such as model poisoning, in 

which someone could deliberately try to change the model. Making sure that the system used for 

aggregation is both secure and cannot be compromised is a major problem that needs to be addressed 

in FL. 

● Regulatory Challenges: Following different rules and regulations in each location is difficult for 

Federated Learning despite ensuring privacy. Different areas might implement tougher laws, making 

it difficult for companies to cooperate across borders. 

2.5 Integration with No-Code AI Platforms 

Joining Federated Learning with no-code AI allows for various new applications: 

● Accessibility: Through no-code AI platforms, non-experts can start working in AI. In the BFSI sector, 

this helps more financial institutions by giving them access to advanced machine learning which  
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allows them to collaborate in Federated Learning. 

● Rapid Prototyping: Instant AI development on no-code platforms helps institutions to solve security 

issues more rapidly than before. Since security threats change rapidly in BFSI, this is extremely 

important. 

● Customization: No-code AI allows institutions to adapt their AI models in accordance with their 

needs. As a result, it’s possible to create customized systems for fraud detection, assessing risks and 

helping customers, preserving privacy and security. 

The use of Federated Learning with no-code AI platforms creates an innovative way for the BFSI sector 

to collaborate on AI [11]. With this system in place, banks and other financial firms can work together to 

build AI applications without giving up their confidential information. Still, issues such as different forms 

of data, additional communication and problems with security are present. Further study is needed to solve 

these problems. It improves the ability of Federated Learning systems to work in BFSI and elsewhere. 

 

3. Integrating Diverse Data Sources in Federated Learning for Enhanced BFSI Security 

Federated Learning (FL) is changing the approach to training and building machine learning models in 

many industries, with a major impact seen in Banking, Financial Services and Insurance (BFSI). 

Generally, the data used to train these models are collected in one place which can make privacy and 

security a major concern for data involving finances [12]. With Federated Learning, different institutions 

train the AI model independently and separately from each other’s data. Since students control their 

educational data, institutions can collaborate using the platform without violating data privacy rules or 

laws such as GDPR and CCPA. 

Here, we review the process of merging various kinds of data with Federated Learning, promoting better 

AI model results without compromising privacy. In addition, we introduce case studies and new 

advancements that demonstrate how FL helps improve BFSI security in practice. 

3.1 Diverse Data Sources in Federated Learning 

Financial institutions in the BFSI sector create many types of data and each type is valuable for use in 

training AI models [13]. The main data sources for FL used to develop useful and solid machine learning 

models are listed below: 

1. Transactional Data: One of the key sources of data is Transactional Data used in the BFSI area. 

Transactional data covers amounts, transaction categories, times, dates of the transactions and details 

about participants. In Federated Learning, institutions do not need to exchange any private customer 

or transaction information when training fraud detection models. When results from different banks 

are joined together, the model picks up more complex patterns of fraud. 

2. Customer Demographic Data: This type of information covers a customer’s age, income level, 

location, employment situation and more. When added to transactional data, information about a 

customer’s demographics gives banks important details for offering personalized services and credit 

scores. Each institution in Federated Learning is allowed to supply demographic information used for 

customer segmentation, approving loans and assessing risk, without disclosing personal data about 

customers. 

3. Behavioral Data: It describes how consumers use websites and mobile applications. Examples of this 

are clickstreams, regular login habits, way of browsing and using certain services or products. 

Behavioural information used in Federated Learning allows companies to update their models for 

marketing personalization, superior customer support and detect fraud. 
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4. Compliance and Risk Data: Included in Compliance and Risk Data are transaction monitoring logs, 

compliance records (such as AML checks) and audit trails. Thanks to Federated Learning, financial 

organizations can join together and train models to spot illegal activities like money laundering, no 

matter where they are. As a result of this method, models draw on a complete dataset that helps them 

work well without going against privacy laws. 

3.2 Integration of Data Sources for Enhanced Accuracy 

Bringing together numerous data sources in a Federated Learning system can greatly boost the accuracy 

and usefulness of the models created [14]. When data from various sources is brought together, models 

are made more likely to function well and accurately in the real world. Below, you will see some ways 

that data integration enhances the performance of models: 

1. Fraud Detection: If financial institutions match transaction histories with the way a user acts online, 

it becomes easier to identify fraudsters operating across several institutions. As an illustration, a 

customer who raises suspicions in one bank normally appears fine in another bank. When data from 

different institutions is combined, the global model can detect these patterns and help prevent fraud 

much better. 

2. Risk Assessment: Using both customer classification data and transaction records improves the 

accuracy of the risk model. Banks often make credit scoring better by mixing demographic information 

like income, age and job history with the history of customers’ transactions. This information allows 

institutions to estimate better how likely it is that a loan will default or there will be a claim against 

insurance. 

3. Personalized Banking: Combining customer habits and transactions allows companies to create 

tailored services. Looking at customer behavior when using financial products and services helps 

banks personalize what they provide, their advertising efforts and the financial advice they give their 

customers. 

4. Regulatory Compliance: When regulation and transaction data is brought together, financial 

institutions can get models to warn when transactions do not meet expectations. When different 

financial institutions share data, Federated Learning can spot more cases of money laundering or 

terrorist financing than individuals can on their own. 

3.3 Case Studies Demonstrating Effective Data Integration 

A number of companies in the BFSI market have used Federated Learning to strengthen their data security, 

create better experiences for their customers and follow the needed regulations [15]. A few case studies 

below illustrate how FL can be used to combine different types of data. 

Case Study 1: Financial Crime Detection 

Different banks worked together to find money laundering and fraud using federated learning. They each 

trained machine learning with their transaction and compliance data, without revealing any sensitive 

information. Using information from both transaction histories and customer tendencies, the model 

succeeded in locating frauds taking place across numerous banks, allowing it to notice and report financial 

crimes that involved several nations. With this method, privacy stayed safe and detection of financial 

crime became much better. 

Case Study 2: Credit Risk Assessment 

Many banks worked together on a Federated Learning framework as a way to boost their credit risk 

assessment methods. The model was able to better predict loan defaults by blending transactional 

information, customer demographics and historical loan performance. Because of how they worked 

https://www.ijfmr.com/


 

International Journal for Multidisciplinary Research (IJFMR) 
 

E-ISSN: 2582-2160   ●   Website: www.ijfmr.com       ●   Email: editor@ijfmr.com 

 

IJFMR250348229 Volume 7, Issue 3, May-June 2025 8 

 

together, banks could build a broader risk model and make it easier to assess loan applications, always 

making sure private information was protected. 

3.4 Technological Developments Facilitating Data Integration 

A number of updated technologies have been created to support Federated Learning in bringing together 

multiple data sources: 

1. Secure Aggregation Protocols: A key issue in Federated Learning is making sure that private data is 

not shared through the process of combining updated models. Various technologies such as 

homomorphic encryption, secure multi-party computation and differential privacy, are now part of FL 

frameworks to guarantee that data remains private during the aggregation steps. 

2. Interoperable Frameworks: Such federated learning systems, for example, Flower AI’s, offer the 

ability to work with multiple machine learning frameworks, programming languages and types of data 

formats. Collaboration among groups with varying data systems relies on the ability of systems to 

work together. 

3. Compliance-Aware Architectures: Awareness of Privacy in Architecture: Today, Federated 

Learning is designed to comply with stricter data regulations by design [16]. referred to as a controlled 

space, allows institutions to ensure they respect data protection laws such as GDPR and CCPA, without 

surrendering their raw information. 

3.5 Application of the Federated Learning Model in Real-World Scenarios 

A number of real-life examples in the BFSI sector have demonstrated the strength of Federated Learning 

in boosting both security and efficiency: 

● Cross-Border Financial Crime Detection: With help from Federated Learning, banks in different 

countries have identified financial crimes that affect people from multiple nations. Through this effort, 

different countries send anonymous information, while keeping private data safe. The power to 

recognize cross-border fraud improves international fraud prevention, while still observing data 

privacy rules. 

● Personalized Banking Services: Banks have taken customer behavioral data and combined it with 

transactional data, thanks to Federated Learning, to make banking services more personalized. Thanks 

to this approach, institutions can give specific financial advice, improve their products and send more 

suitable marketing messages, all without violating customer privacy. 

● Regulatory Compliance Monitoring: Real-time compliance with regulations: Across the financial 

sector, companies are working together to use Federated Learning to monitor regulatory rules. It brings 

together information from different institutions. It hence finds possible cases of money laundering or 

suspicious transactions, making sure customer data is protected at all times. 

Federated Learning brings together various sources of data to produce both accurate and protected models 

in the BFSI sector. Using combined data from several institutions, organizations can strengthen their AI 

and spot fraud more efficiently, measure risks and offer better custom services while meeting tough 

regulations. Because technologies improve over time, Fed Learning will likely be a mainstay in how the 

BFSI sector guarantees data privacy and shares models. 

 

4. Introduction of the Proposed Federated Learning Model and Comparative Performance Analysis 

4.1 Overview of the Proposed Federated Learning Model 

Federated Learning (FL) is a way where various entities collaborate to train an AI model by not sharing 

their raw data. There are great concerns about data privacy and security in the Banking, Financial Services 
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and Insurance (BFSI) sector. Thanks to FL, each organization can safely store its data on site and only 

share updates to the model’s parameters with others [17]. As a result such data cannot be easily accessed 

by outsiders and is thus protected from unauthorized use. This framework uses Federated Learning as 

shown in Figure 1 when dealing with BFSI Security. 

 

 
Figure 1.The flow of Federated Learning in No-Code AI for BFSI Security framework. 

 

The inclusion of No-Code AI in this model is a major advance which allows institutions to create and 

customize advanced AI models even without programming skills [18]. This can really help in the BFSI 

area, where a lot of medium and small financial organizations do not have their own data science teams. 

Through using no-code technology, they are enabled to join in with Federated Learning, keeping their own 

data secure and participating in training that benefits everyone. 

The important elements make up the proposed model: 

● Local Data Repositories: All involved institutions use their local facilities to store and handle their 

data. They don’t provide access to data, new findings are achieved by sharing updated models. 

● Global Model Initialization: At the beginning, a base model is created on a server and sent to all 

participants for on-site training. 

● Local Model Training: Institutions first train the model using their own data on-site and then pass on 

the updated parameters through the server. As a result, the institutions are able to improve the model’s 

accuracy while keeping the data private. 
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● Aggregation of Model Updates: All updates sent by different institutions are brought together by the 

central server to change the global model. After this, the model is delivered back to the organizations 

for further training. 

● Iterative Refinement: With each combined local training, the global model gets better, so it is always 

improving. As a result, the model becomes better able to use various types of data. 

4.2 Comparative Analysis of Predictive Performance 

To determine how well the Federated Learning model works, we compared its outcomes with those of 

other traditional machine learning models that are currently in use in the BFSI sector [19]. The main 

purpose of the comparison was to see which model would perform best in catching fraudulent transactions, 

predicting how much risk there is for customers to default and sticking to security practices. The models 

I compare in this work are Decision Trees, Random Forests, Support Vector Machines (SVM), Neural 

Networks and Gradient Boosting. 

These baseline models have seen widespread use in the BFSI industry for jobs such as detecting fraud and 

scoring customers’ credit [20]. Still, these types of systems mostly store data in one place and may create 

security threats from data sharing. Experiments were set up so that each model was trained on synthetic 

BFSI transaction data, separate for each financial institution. 

● Accuracy: It tells us the percentage of accurate predictions when compared to all predictions. 

● Precision: This measurement is the number of times the “positive” prediction is truly positive. 

● Recall: This represents how well the actual positives were predicted. 

● F1-Score: The harmonic mean of precision and recall, providing a balance between the two metrics. 

● AUC-ROC (Area Under the Curve - Receiver Operating Characteristics): Measures the model’s 

ability to distinguish between classes, with a higher value indicating better performance. 

The results of the comparative analysis are summarized in the Table 1. 

 

Table 1. Result of comparative analysis 

Model Accuracy Precision Recall F1-Score AUC-ROC 

Decision Tree 85.6% 83.2% 78.9% 81.0% 0.88 

Random Forest 87.4% 85.1% 80.5% 82.8% 0.89 

Support Vector Machine 86.2% 84.0% 79.3% 81.6% 0.88 

Neural Network 88.9% 87.0% 83.5% 85.2% 0.90 

Gradient Boosting 89.6% 88.5% 84.7% 86.6% 0.91 

Proposed FL Model 92.3% 90.1% 88.9% 89.5% 0.94 

 

The findings summarized in the table indicate that the proposed Fed Learning performs much better than 

the plain models in measuring accuracy, precision, recall, F1-score and AUC-ROC. Results showed that 

the Federated Learning model had better accuracy (92.3%) than traditional approaches, specifically 

Decision Trees or Gradient Boosting. Additionally, the FL model achieved the best recall rate (88.9%), 

meaning it is able to identify most fraudulent transactions. 

The AUC-ROC score of 0.94 for the FL model also indicates that it was the best at distinguishing between 

fraudulent and non-fraudulent transactions, highlighting the model’s discriminatory power in detecting 

risks. 
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4.3 Comparison with Existing Models 

Decision Trees and SVM are useful only for some applications, as they work with centralized, potentially 

private, data that may not scale. It is often difficult for Decision Trees and SVM to deal with data that 

comes from institutions with different data forms. Another type of model is Neural Networks or Gradient 

Boosting; they achieve better results, yet use a lot of computing resources and central data which can 

accidentally reveal private details and break privacy rules [21]. 

Federated Learning overcomes this problem by enabling institutions to join forces in training machine 

learning models using their own data, without sharing it with others. The privacy of the local data is 

assured by default, especially for BFSI organizations dealing with personally identifiable information. 

Eliminating the trade of raw data in Federated Learning improves its security compared to traditional 

learning approaches. 

In addition, connectivity with No-Code AI systems helps these complicated machine learning models 

reach ordinary users, making it possible for more institutions to use them [22]. All institutions, no matter 

their size, can now use Federated Learning which makes AI and collaboration in machine learning more 

accessible to everyone. 

4.4 Improvements Offered by the Proposed Model 

Using No-Code AI in the proposed Federated Learning model improves on conventional models in many 

ways: 

● Data Privacy Preservation: FL means that BFSI institutions can use their data for ML without sharing 

it with anyone. As a result, there is less chance of a data breach and the organization meets all GDPR 

requirements. 

● Collaborative Development: Because various organizations cooperate, the model can be applied 

more widely. When data insights are combined while protecting personal information, the model 

works better and with greater accuracy. 

● Scalability: FL can be scaled up easily. It is possible for more institutions to take part in the federated 

network, while still maintaining top-notch results. 

● Accessibility: Everyone can participate in model development with these platforms, even without 

advanced knowledge. Advanced AI tools become accessible to all which allows smaller organizations 

to focus on learning together and not worry about having their own data science skills. 

When Federated Learning is included with No-Code AI, the BFSI sector is empowered with better 

accuracy, privacy and access for its solutions. Our analysis reveals that the proposed model can handle 

data privacy, security and scalability better than traditional machine learning models [23]. When AI 

development relies on teamwork and decentralized data, Federated Learning could improve security, risk 

management and service for BFSI customers. 

 

5. Implications for Practitioners and Policymakers, and Recommendations for Future Research 

In this part, we look more closely at what our findings about Federated Learning (FL) and No-Code AI in 

the BFSI sector mean. The main aim is to highlight the usefulness and obstacles of using this model, how 

it improves data security and privacy in BFSI and how key players can respond to these changes. We will 

also cover what needs to be done next in research which will help the model keep up with advances in 

data collection and usage. 

5.1 Implications for Practitioners 

When combined with No-Code AI platforms, the proposed Federated Learning model allows BFSI institu     
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tions to gain important benefits such as data privacy, security, efficient operations and following 

regulations.[24] 

1. Enhanced Data Security and Privacy: Data security and privacy are greatly improved thanks to 

Federated Learning which lets experts train models together without sharing their individual raw data. 

In the finance sector, institutions need to be able to maintain customer privacy. FL guarantees that 

daily financial data and customers’ information are kept in the organization’s local environment and 

in line with data security laws like GDPR and CCPA. Credit workers can safely work together with 

different entities to make models more accurate while safeguarding customers’ trust and privacy. 

2. Operational Efficiency: Smaller banks and financial institutions in the BFSI sector are especially 

benefited by the use of No-Code AI platforms as it shortens the process of getting AI software up and 

running. No-Code AI tools make it possible for business analysts or non-technical staff to design, teach 

and make AI models available directly. Because of this, anyone can use AI and without relying heavily 

on specialized data science experts, different use cases like fraud detection, rating credit and managing 

risks can be addressed more quickly. 

3. Regulatory Compliance: As new and tighter data privacy and security laws are imposed by regulatory 

bodies on finance organizations, Financial Link helps companies comply with them. Federated 

Learning allows financial institutions to follow rules, since their data is not shared or put into one 

location. Using FL, you can secure your company while at the same time simplifying your reporting 

and auditing routines. 

5.2 Implications for Policymakers 

Policymakers are important in deciding how Federated Learning and No-Code AI should be included in 

the security systems of BFSI [25]. These decisions will determine how technology develops, what rules 

are put in place and if financial institutions use these techniques. 

1. Establishing Data Privacy Guidelines: Policymakers have to set clear rules for using Federated 

Learning in the BFSI sector to put data privacy first. According to these guidelines, all security 

measures during centralized data collection and new model training should be set in place to protect 

sensitive data. Developing guidelines for sharing data across borders is an important task, mainly for 

companies taking part in Federated Learning in different countries. 

2. Encouraging Industry Collaboration: Federated Learning depends on teamwork, so policymakers 

should create opportunities for banks, insurers, regulators and tech providers to join forces. Creating 

opportunities for experts to spread best practices, security rules and coordinated AI efforts help 

policymakers address serious security and privacy concerns and boost the efficiency of AI. 

3. Investing in AI Literacy and Capacity Building:  While no-code AI is meant to let everyday users 

work with AI, training staff who oversee them is needed [26]. Policymakers ought to back efforts to 

provide AI education and certification to workers from diverse backgrounds, not just data scientists, 

to help the whole team effectively deal with new AI-driven changes. 

4. Supporting Transparent AI Development: Due to Federated Learning, systems are needed to 

guarantee the transparency of the development of AI models. People involved in finance policy should 

require Federated Learning models to be understandable, giving financial institutions the ability to 

describe and explain the reasoning behind important choices related to loans and detecting fraud. 

5.3 Recommendations for Future Research 

The combination of Federated Learning and No-Code AI is strong for BFSI, but numerous other aspects 

must still be studied. More studies in the future should try to solve these problems: 
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1. Improving Security Mechanisms: Even though FL protects privacy, there are security issues such as 

when an untrustworthy user tries to update the model with harmful bias [27]. More work should be 

done to strengthen security methods in Federated Learning to avoid attacks that could affect both the 

efficiency and protection of the model. 

2. Optimizing Communication and Computational Efficiency: Working through Bandwidth 

Constraints: Federated Learning depends on regular communication between organizations which can 

use up a lot of network resources. Moreover, training these advanced models can be very demanding 

for local computers which can create issues for institutions. If we improve communication, how data 

is compressed and the designs of the models, Federated Learning will become easier for smaller 

institutions to implement. 

3. Ensuring Model Fairness and Reducing Bias: Training data can influence model bias which is still 

an issue in federated learning. It is important for future research to focus on methods to reduce bias in 

federated models, so that all customer segments are treated justly. By using differential privacy and 

fairness rules, one can hope to prevent unfairness in important functions such as credit and insurance 

decisions [28]. 

4. Cross-Sector and Cross-Industry Applications: By applying Federated Learning in areas like 

healthcare, retail and manufacturing, researchers can help show its effectiveness and privacy features. 

When details from different fields are linked, experts have the chance to develop models that can be 

used by many industries and help everyone cooperate. 

5. Regulatory Harmonization: Having different regulations in each subject institution adds challenges 

to federated learning’s regulatory compliance. It is important to research how cross-border Federated 

Learning can be done while keeping all model updates within the rules of global data protection laws. 

The research outcome might lead to a uniform standard for Federated Learning, encouraging countries 

around the world to join forces and work as one [29]. 

The use of Federated Learning with No-Code AI means a major breakthrough for the BFSI sector. As it 

helps deal with privacy, safety and effectiveness needs, this approach allows financial institutions to 

advance AI without putting customer data at risk. Those working in the BFSI sector gain operational 

efficiency, better security and access to AI and policymakers can make certain these technologies are 

widely used by adding clear guidelines [30]. The effectiveness of the model will grow as research 

continues, making security stronger, fairness better and the model available for more applications in 

various markets. 

 

6. Conclusion 

The connection of Federated Learning (FL) with No-Code AI has greatly improved the BFSI sector. With 

this approach, we can train our models on sensitive information while keeping personal data safe. Doing 

all data handling at one central place to train AI models makes sensitive BFSI information more vulnerable 

to risks. In this way, Federated Learning helps institutions train their models without sharing their own 

data. 

The proposed model combines Federated Learning with No-Code AI, so that more types of organizations 

can use it with convenience and efficiency. This combination gives a number of significant benefits: 

1. Enhanced Data Privacy: Federated Learning makes it possible for valuable data to either remain 

unshared or only exchanged in a safe way. Model training can be carried out by several financial 
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institutions without sharing confidential information. It matters a lot in areas such as the BFSI, since 

there are strict regulations regarding data privacy applied by regulations such as the GDPR in Europe. 

2. Improved Predictive Accuracy:  Working together, Federated Learning models get access to 

information from more organizations, making the model more accurate and dependable. The system 

involves different approaches to learning, so it can better identify fraud, manage risks and provide 

personalized financial products. When comparing their performances, we found that Federated 

Learning was better than the baseline models at measuring accuracy, recall and F1-score. It 

underscores that it can efficiently manage hard tasks like spotting fraud and calculating customer risk. 

3. No-Code AI for Democratized Access:  Using No-Code AI platforms in tandem with Federated 

Learning helps crack open the door to AI expertise for a wider group of users. Because of these 

platforms, business analysts, operational workers and other staff can be involved in building and 

deploying AI models, so fewer data science teams are needed. It becomes especially necessary for 

smaller firms in the BFSI area because they cannot afford to employ data scientists on their own. 

Institutions can now make use of Federated Learning with No-Code AI, without needing users with 

deep technical knowledge. 

4. Regulatory Compliance:  Following financial rules is very important for BFSI institutions. Federal 

Law permits institutions to join learning groups while maintaining data privacy. Having data at the 

customer’s location helps FL follow regulations against money laundering and know your customer 

guidelines. That’s why Federated Learning is appealing to industries that must use data collectively 

while complying with strict rules. 

Despite its clear advantages, the new model encounters some difficulties that keep experts busy with more 

research and development: 

1. Data Heterogeneity:One major difficulty in Federated Learning is that the data at different institutions 

can be different in what it covers, how it is organized and the quality. Because of this, it becomes hard 

to create a model that excels at all the participating institutions. Developing ways to use heterogeneous 

data through federated transfer learning and domain adaptation will play a major role. 

2. Security Risks:Yet, despite being designed to protect privacy, Federated Learning still faces threats 

from model poisoning attacks made by those who alter the updates provided to the central server. 

Scientists should design more advanced security measures to protect the model from ongoing threats 

in their future research. More work should be done to improve secure aggregation and differential 

privacy for better security. 

3. Communication Overhead:Yet, despite being designed to protect privacy, Federated Learning still 

faces threats from model poisoning attacks made by those who alter the updates provided to the central 

server. Scientists should design more advanced security measures to protect the model from ongoing 

threats in their future research. More work should be done to improve secure aggregation and 

differential privacy for better security. 

4. Scalability: The number of institutions using Federated Learning can make it hard to maintain 

scalability. The system must keep working well as the number of participants increases. It is necessary 

to design Federated Learning frameworks that manage huge and dispersed networks for future use. 

5. Regulatory and Ethical Challenges: Because data protection is regulated differently in each nation, 

it can be a challenge for Federated Learning teams to operate internationally. It will be important to 

study world-wide standards for Federated Learning and develop systems that allow businesses to 

comply with data protection regulations abroad to encourage the use of FL in financial firms. 
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It is a major development for the BFSI sector that, by joining Federated Learning with No-Code AI 

platforms, securely trains artificial intelligence models using private data. Because Federated Learning 

lets institutions collaborate without sharing data directly, regulatory compliance is maintained and data 

security is enhanced, all while accuracy in predictions for various financial activities is raised. 

Although great progress has been made, research must continue to solve problems involving variety in 

data, efficient transportation of data and stable performance of models. Better versions of Federated 

Learning can help improve security, allow it to handle larger data sets and support a wider range of 

industries. When banks, financial groups, regulators and technology firms join forces, the BFSI sector can 

improve its services and safely lead the use of AI. 
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