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Abstract 

Burn injuries continue to be a major worldwide health issue, leading to considerable rates of illness and 

death. It is essential to distinguish between accidental and intentional burns for effective clinical 

management and forensic investigations.This research investigates how artificial intelligence (AI) can be 

used to classify burn injuries accurately, using forensic and clinical parameters. Models driven by AI, 

which employ machine learning and deep learning techniques, can examine burn patterns, injury depth 

and distribution to differentiate between unintentional burns (like scalds, contact burns, or flame burns) as 

well as those that are purposefully caused (e.g., chemical assaults, planned burns, or forced immersion). 

The project aims to develop an AI-powered framework that enhances diagnostic precision, facilitates 

forensic investigation, and aids medical professionals in taking prompt action.By using the AI model on 

real burn cases and assessing its ability to differentiate between different injury kinds, the study validates 

the model's efficacy. the integration of artificial intelligence (AI) into clinical and forensic processes has 

promise for revolutionizing the management of burn injuries, leading to better medical care, legal actions, 

and victim support. 
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1. INTRODUCTION 

Burn injuries rank fourth globally in terms of trauma, after falls, traffic accidents, and interpersonal 

violence. The epidemiology of burned patients varies greatly across different countries, cultures, and 

societal development levels [1] . In India alone, more than one million people suffer from moderate to 

severe burn injuries annually, which may arise from thermal, chemical, electrical, or radiation sources. 

These injuries often result in long-term physical disfigurement, psychological trauma, and financial 

burdens for both individuals and healthcare systems. Burns are generally categorized as accidental or 

intentional. Accidental burns, such as those caused by hot liquids, open flames, or chemicals, usually 

exhibit irregular and inconsistent patterns .On the other hand, deliberate burns that are frequently caused 

in situations of abuse or self-harm have unique characteristics, such as symmetry, well-defined borders, 

and the involvement of unusual anatomical areas [2,3]. Legal actions, child protection services, medical 

treatment planning, and investigations into  domestic abuse all depend on the accurate classification of 

burn injuries. Conventional diagnosis primarily depends on clinical evaluation and practitioner expertise. 
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However, especially in complex circumstances, this strategy is prone to subjectivity, unpredictability, and 

misdiagnosis. In order to distinguish between purposeful and inadvertent injuries, several forensic studies 

have proposed morphological characteristics; nevertheless, manual interpretation is not repeatable and 

may yield conflicting results [2,3].  In the realm of medical imaging, artificial intelligence (AI), especially 

deep learning approaches, has shown great promise by enabling objective, data-driven and decision-

making AI has been widely promoted for its strategic value in educational contexts, offering innovative 

solutions to traditional challenges in the classroom [4]. Convolutional Neural Networks (CNNs), such as 

EfficientNet B3 has maintained computing efficiency while achieving great accuracy in picture 

classification tasks. AI can improve forensic diagnostics and guarantee consistency across evaluations by 

utilizing these capabilities.This research represents a significant step toward real-time, objective 

assessment in clinical and forensic practice by using EfficientNet B3 and transfer learning to create and 

evaluate an AI-driven framework for distinguishing purposeful from unintentional burn injuries. 

 

2. Materials and Methods 

This chapter outlines the experimental framework adopted for the classification of burn injuries using deep 

learning. A pre-trained EfficientNet-B3 convolutional neural network (CNN) was utilized to extract deep 

image features, followed by transfer learning and binary classification. 

Materials 

The dataset used in this study comprised 100 images of burn injuries, classified as either accidental or 

intentional. These images were collected from two primary sources: direct hospital contributions and a 

curated selection from peer-reviewed, publicly available literature, including works by [5], [6], [7], [8], 

[9], [10], [11], [12],[13],[14], [15], [16], [17], [18]. All images were utilized in accordance with the 

licensing or citation terms stipulated by their respective sources. 

The dataset was carefully labeled and structured to include critical metadata such as burn type, severity, 

anatomical location, patient demographics, and image viewpoint. This structure facilitated comprehensive 

analysis during training and testing.The experiments were conducted using the Jupyter Notebook platform, 

which enabled interactive coding, visualization, and reproducible implementation. The integration with 

TensorFlow and PyTorch libraries allowed seamless execution of the deep learning pipeline 

 

 

Figure 1- Dataset Structure 
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Methods 

Dataset Preparation and Preprocessing 

Images were sorted into two primary folders—"accidental" and "intentional"—to enable supervised 

learning. Data augmentation techniques, including random rotations, color variations, and horizontal 

flipping, were applied to enhance generalizability. Validation images underwent only resizing and 

normalization. All images were resized to 300x300 pixels and normalized using ImageNet statistics. Data 

were loaded using the ImageFolder class, and batch processing was handled through efficient data loaders. 

A custom visualization function was implemented to ensure correct image loading and preprocessing 

integrity. 

Model Selection and Feature Extraction 

EfficientNet-B3 was selected for its superior balance between accuracy and computational efficiency. Pre-

trained on the ImageNet dataset, the model's early layers were frozen to retain learned low-level features. 

A custom classification head, comprising a global average pooling layer, dropout, and a fully connected 

layer with two output nodes, was appended. This architecture allowed efficient transfer learning tailored 

for binary classification of burn injuries. 

Model Fine-Tuning and Training 

Selective fine-tuning was applied by unfreezing the final two convolutional blocks of the EfficientNet-B3 

model, allowing adaptation to burn-specific visual patterns. The training pipeline incorporated additional 

data augmentation strategies to mitigate overfitting. To handle class imbalance, weighted loss functions 

were used. The model was optimized using the Adam optimizer with an initial learning rate of 0.0003, 

adjusted periodically through a scheduler. Early stopping with a patience of five epochs was employed to 

avoid overfitting. The training process ran for a maximum of 20 epochs. 

Testing, Evaluation, and Visualization 

The best-performing model, based on minimum validation loss, was used for final evaluation. Testing was 

conducted using a reserved dataset that underwent the same preprocessing steps. Key metrics such as 

precision, recall, F1-score, and overall accuracy were computed using the classification_report function. 

The confusion matrix was visualized using Seaborn's heatmap utility. Receiver Operating Characteristic 

(ROC) curves were plotted, and the Area Under the Curve (AUC) score was calculated to assess binary 

classification metrics performance comprehensively. These evaluation tools ensured robust analysis and 

reliable performance interpretation of the trained model. 

 

3. Results 

This chapter presents the outcomes of two key experimental setups designed to evaluate the classification 

performance of the EfficientNet-B3 model in distinguishing between accidental and intentional burn 

injuries. The primary aim of these trials was to assess how variations in dataset volume influence model 

performance and to explore the implications of these findings for forensic and clinical applications. 

Table 1. Performance Metrics (Limited Dataset) 

Class Preci-sion Rec-all F1-Score Support 

Accidental 0.44 0.80 0.57 5 

Intentional 0.00 0.00 0.00 5 

Accuracy   0.40 10 

Macro Avg 0.22 0.40 0.29 10 

Weighted Avg 0.22 0.40 0.29 10 
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Experiment 1: Performance with Limited Dataset 

In the initial experiment, the model was trained on a highly restricted dataset containing 15 training and 

10 validation images. Despite achieving a perfect training accuracy of 1.0000 by the seventh epoch of a 

40-epoch training cycle, the validation accuracy plateaued at 0.5000, indicating overfitting. The 

classification report reveals a severe class imbalance in prediction performance. While the model achieved 

a recall of 0.80 for accidental cases, it entirely failed to identify any intentional burn injuries, highlighting 

its inability to generalize. 

 

Confusion Matrix Analysis 

 

Figure 2. Confusion matrix using the limited dataset, showing initial classification performance 

between accidental and intentional burn injuries. 

 

The confusion matrix showed that four of five accidental burns were correctly classified, while one was 

misclassified as intentional. Notably, all five intentional burns were incorrectly labeled as accidental, 

further emphasizing the model's inadequacy with imbalanced data. 

 

ROC-AUC Score 

 

Figure 3. ROC - AUC curve illustrating discriminatory ability between burn injuries 
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The ROC curve indicated a poor discriminatory capacity with an AUC score of 0.40, falling below the 0.5 

threshold of random classification. This further confirmed the model’s lack of effectiveness in 

distinguishing between the two classes under limited data conditions. 

Experiment 2: Performance with Expanded Dataset 

The second trial incorporated an expanded dataset comprising 32 training and 20 validation images. Early 

stopping was implemented to avoid overfitting, and training concluded in six epochs with a final training 

accuracy of 90.62% achieved by the fifth epoch. 

Classification Metrics Overview 

The performance metrics significantly improved under this expanded configuration. Below Table 

represent Precision of 0.70 implies that 70% of the model’s predictions for each class were correct. .A 

recall of 0.70 means that 70% of the real cases for each class in the dataset were correctly identified by 

the model . F1-score, which is the harmonic mean of precision and recall, also stood at 0.70 for both 

classes. This score confirms that the model performs consistently across classes and strikes a balance 

between false positives and false negatives. In support because of the class-balanced test set, the 

categorization evaluation was impartial and fair, with 10 genuine samples for each class. 

 

Table 2 - Performance Metrics (Expanded Dataset) 

 

Confusion Matrix Analysis 

 

Figure 4  - Confusion matrix using the expanded dataset, reflecting improved classification 

accuracy for burn injury types 

 

The updated confusion matrix revealed correct identification of 7 out of 10 cases for both classes. Three 

accidental and three intentional cases were misclassified. This improvement in predictive distribution 

illustrates the model’s enhanced learning of relevant features with increased data. 

Class Precision Recall F1-Score Support 

Accidental 0.70 0.70 0.70 10 

Intentional 0.70 0.70 0.70 10 

Accuracy   0.70 20 

Macro Avg 0.70 0.70 0.70 20 

Weighted Avg 0.70 0.70 0.70 20 
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ROC-AUC Score 

The AUC score improved to 0.68, suggesting fair discrimination between classes. While still short of 

optimal performance, this result indicates notable progress compared to the earlier trial, affirming the 

potential of the model when trained on more substantial data. 

 

 

Figure 5 - ROC-AUC curve 

 

Comparative Interpretation The comparison between both experiments underscores the crucial 

influence of dataset volume on model performance. The limited dataset experiment suffered from 

overfitting and poor generalization, particularly failing in identifying intentional burns—a critical 

shortcoming for forensic use. In contrast, the expanded dataset led to balanced accuracy and improved 

class-wise performance.These findings support existing literature on the necessity of adequate and diverse 

datasets in deep learning, particularly for sensitive domains like forensic medicine. To achieve clinically 

reliable outcomes, strategies such as systematic data augmentation, synthetic image generation, or access 

to larger annotated repositories should be considered.The observed performance gain from a modest data 

increase confirms that EfficientNet-B3, when coupled with adequate data, holds promise for accurate and 

generalizable burn injury classification in forensic and medical settings. 

 

4. Discussion 

This study investigated the effectiveness of EfficientNet-B3 in classifying accidental and intentional burn 

injuries under conditions of varying dataset sizes. The comparative evaluation demonstrated that data 

quantity critically influences model generalization and classification accuracy. In Experiment 1, the model 

achieved high training accuracy but exhibited poor validation accuracy and severe class imbalance, clearly 

indicating overfitting due to inadequate training data. The model’s inability to recognize intentional burns 

raises concerns about its forensic reliability data-constrained environments. 

Conversely, the results of Experiment 2 showed significant performance gains with a modest increase in 

dataset size. Balanced classification metrics and an improved ROC-AUC score of 0.68 illustrate that the 

model benefitted from better representation of both classes. These results align with existing literature that 
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highlights the importance of larger and diverse datasets for robust deep learning performance in medical 

imaging. Furthermore, the model’s ability to detect subtle visual patterns related to burn injuries supports 

its potential application in forensic and clinical practice. However, the occurrence of misclassifications—

even in the expanded setup—suggests the need for further model refinement, possibly through fine-tuning, 

ensemble learning, or domain-specific augmentation. Ethical data sharing and collaborative efforts among 

data scientists, forensic specialists, and clinicians will be essential to enhance model performance and 

deploy AI-driven diagnostic tools safely. 

 

5. Conclusion 

This research validates the potential of EfficientNet-B3 as a viable tool for distinguishing accidental and 

intentional burn injuries using deep learning. The study confirms that even minor increases in dataset 

volume can significantly improve classification accuracy and reduce bias. The final model, achieving 70% 

accuracy, demonstrates the promise of AI in aiding medico-legal decision-making. Future work should 

focus on increasing dataset size, improving model interpretability, and integrating this approach into real-

world forensic workflows. This dissertation lays a foundational step toward developing AI-assisted 

systems that improve the accuracy, speed, and consistency of burn injury classification. 
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