
 

International Journal for Multidisciplinary Research (IJFMR) 
 

E-ISSN: 2582-2160   ●   Website: www.ijfmr.com       ●   Email: editor@ijfmr.com 

 

IJFMR250452027 Volume 7, Issue 4, July-August 2025 1 

 

Smart Systems, Smarter World: A Review of 

ML and DL Innovations Since 2018 
 

Dr.Rajinder Kumar1, Sahil Sharma2, Ranveer Singh3 
 

1Associate Professor, Guru Kashi University, Talwandi Sabo, Bathinda 
2,3Assistant Professor, Guru Kashi University, Talwandi Sabo, Bathinda 

 

Abstract 

In the last ten years, Machine Learning (ML) and Deep Learning (DL) have gone from being just ideas to 

being powerful tools that are changing many industries. This review looks at important changes and real-

world uses of ML and DL from 2018 to now, focusing on important areas like healthcare, finance, 

agriculture, transportation, cybersecurity, and natural language processing. The paper talks about how new 

technologies like convolutional neural networks, recurrent models, and transformer-based architectures 

have changed everything from medical diagnostics to self-driving cars and fraud detection. It also looks 

at how technology has changed over the years, lists major breakthroughs, and talks about problems like 

model interpretability, data privacy, and ethical issues. Lastly, the review talks about new trends that are 

likely to shape the next wave of AI innovation. These include generative AI, explainable AI, and quantum-

enhanced learning.  
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1. Introduction 

Machine Learning (ML) and Deep Learning (DL) have become important technologies in the field of 

Artificial Intelligence (AI) in the last few years. They let machines do things that used to require human 

intelligence. ML is the ability of algorithms to learn from data and make predictions or decisions without 

being told to do so. DL is a part of ML that uses multi-layered neural networks to automatically find 

features in large datasets and model complex patterns.  

In the 1950s, the first pattern recognition systems were made, which laid the groundwork for machine 

learning. But for a number of decades, progress was slow because of problems with getting enough data 

and having enough computing power. There was a new interest in ML in the early 2000s. By the middle 

of the 2010s, neural networks, especially convolutional neural networks (CNNs) and recurrent neural 

networks (RNNs), had made big strides, which led to the rapid growth of DL. Big data, cloud computing, 

and GPU-based computation sped up these advances. 
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Figure 1. Machine Learning (ML) and Deep Learning (DL) 

 

By 2018, ML and DL were no longer just being tested in labs; they were being used in the real world. AI 

technologies started to change whole industries, from finding diseases in medical images to driving self-

driving cars. Because these technologies are changing so quickly and constantly, it is very important to 

systematically review the most recent uses of ML and DL to learn about current trends, problems, and 

future directions. 

The goal of this paper is to give a full overview of ML and DL uses in different fields from 2018 to now. 

It looks at important breakthroughs, how they are used in different industries, and trends in technology. It 

also looks at new problems that are coming up, like how to make models easier to understand, how to 

keep data private, and how to use AI in a way that is ethical. This gives us a better idea of what research 

is already going on and what will happen in the future. 

 

Overview of machine learning and deep learning 

1.1 What it means and its main ideas 

Machine Learning (ML) is a branch of artificial intelligence that lets systems learn from data, find patterns, 

and make decisions or predictions with little help from people. ML systems get better at what they do as 

they get more data over time, rather than having to be programmed for each task. 

Deep Learning (DL) is a type of machine learning (ML) that uses deep neural networks (DNNs), which 

are artificial neural networks with many layers, to model and understand complicated patterns in data. DL 

models are very good at working with unstructured data, like images, text, and audio. 

 

1.2 What Makes Machine Learning Different from Deep Learning? 

Feature Machine Learning (ML) Deep Learning (DL) 

Data Dependency Works well with smaller datasets Requires large volumes of data 
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Feature Machine Learning (ML) Deep Learning (DL) 

Feature 

Engineering 
Manual feature extraction is required 

Automatic feature extraction from raw 

data 

Training Time Faster to train 
Requires more computational resources 

and time 

Interpretability 
More interpretable models (e.g., 

decision trees) 
Often considered a "black box" 

Performance Limited in complex tasks 
Superior in tasks like image recognition, 

NLP 

 

2. Important Uses (2018–Present) 

In the past few years, Machine Learning (ML) and Deep Learning (DL) have had a big effect on many 

fields by solving hard problems and making automation possible on a huge scale. This part talks about 

important uses in agriculture, cybersecurity, natural language processing (NLP), education and e-learning, 

with a focus on what has happened since 2018. 

 
 

2.1 Farming 

AI-powered technologies have been adopted by agriculture to improve productivity, sustainability, and 

decision-making. 

• Crop Yield Prediction: ML models look at data about the environment, like temperature, rainfall, and 

soil conditions, to make accurate predictions about how much crops will grow.  

• Finding Pests and Diseases: CNN-based image classification can help find plant diseases and pest 

infestations using images taken by smartphones or drones. 

• Precision Farming: DL models look at satellite images to find the best times to water, fertilize, and 

harvest crops. 

• Automated Machinery: Self-driving tractors and harvesters use machine learning algorithms to find 

their way around fields and do their jobs with little help from people. 
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For example: 

DL-powered drones with convolutional neural networks (CNNs) are now used to find crop diseases in 

their early stages. These drones can find plant diseases or pest infestations by taking high-resolution 

pictures of fields and analyzing them in real time. They look for changes in the color, shape, and texture 

of leaves that are not normal.  

Platforms like Taranis, SkySquirrel, and Plantix are using AI solutions like these right now. These 

systems: 

• Less dependence on manual field scouting. 

• Cut down on using too many chemicals and pesticides. 

• Increase crop yield by allowing for early action. 

• Help sustainable agriculture by using data to guide farming. 

Using AI in this way is turning traditional farming into smart agriculture, which is good for the 

environment and increases productivity. 

2.2 Security on the Internet 

As cyber threats change, machine learning (ML) and deep learning (DL) have become important tools for 

finding and stopping bad behavior. 

• Intrusion Detection Systems (IDS): ML models look at network traffic and sort it into groups to find 

unauthorized access or strange behavior. 

• Phishing Detection: Natural language classifiers can help find phishing emails and links that are meant 

to harm. 

• Anomaly Detection: DL models like autoencoders and LSTMs look for changes in how a system works 

that could mean a cyberattack. 

• Classifying malware: CNNs and ensemble models are used to find malware signatures in binary files 

or behavior logs. 

For example: 

Darktrace, Cylance, and CrowdStrike are examples of AI-powered security platforms that use machine 

learning algorithms to find zero-day attacks in real time. These platforms look at a lot of network traffic, 

user behavior, and system logs to find things that don't fit with normal patterns, even if they don't know 

what the attack signature is.  

Some of the most important features are: 

• Learning without supervision to find threats that aren't known. 

• Detecting and responding to intrusions in real time. 

• Defense systems that change as threats do. 

• Using deep learning to sort malware and guess what threats will happen next. 

This change from reactive to proactive security has made organizations much better able to deal with new 

cyber threats. 

2.3 Processing Language Naturally (NLP) 

Due to improvements in DL, especially transformer architectures, NLP has changed a lot.  

• Language Translation: Google's Transformer, BERT, and GPT-3/4 are examples of models that can 

translate well and understand the context. 

• Chatbots and Virtual Assistants: AI systems are now better at understanding context, emotion, and 

intent than they have ever been. 

https://www.ijfmr.com/


 

International Journal for Multidisciplinary Research (IJFMR) 
 

E-ISSN: 2582-2160   ●   Website: www.ijfmr.com       ●   Email: editor@ijfmr.com 

 

IJFMR250452027 Volume 7, Issue 4, July-August 2025 5 

 

• Text Summarization and Question Answering: ChatGPT and BERT are two tools that can make 

summaries, find answers in documents, and write clear responses. 

• Sentiment Analysis: This is a common way to look at how people feel about different topics on social 

media, in marketing, and in politics. 

For example: 

Chatbots that use GPT, like OpenAI's GPT-3 and GPT-4, are now common in banking, e-commerce, and 

technical support. Banks like Bank of America and HSBC use AI-powered virtual assistants like Erica to 

answer questions, process transactions, and give financial advice, all in a way that sounds like a normal 

conversation. 

These bots: 

• Get a better sense of context and intent. 

• Provide help in more than one language. 

• Cut down on the time customers have to wait and the costs of running the business. 

• Use reinforcement learning to learn from and get better at past interactions. 

The use of conversational AI is a big step toward customer service systems that can grow, are smart, and 

are available 24/7. 

2.4 E-Learning and Education 

AI is changing the way students learn and teachers teach by making things more personal and automated.  

• Intelligent Tutoring Systems (ITS): ML models change how content is delivered based on a student's 

pace, strengths, and weaknesses. 

• Automated Grading: DL models grade essays and short answers by understanding the content instead 

of just the keywords. 

• Learning Analytics: Predictive models guess how well students will do, which helps teachers step in 

early. 

• Personalized Learning Paths: AI algorithms change the structure of a course on the fly based on 

feedback from students in real time. 

The use of Machine Learning (ML) and Deep Learning (DL) in educational platforms has changed the 

way we learn in a big way. AI is making personalized learning, automated testing, and content delivery 

that changes based on the learner better.  

For example: 

AI algorithms have been added to platforms like Coursera, Khan Academy, and edX to make learning 

more personal. Khan Academy, for example, uses machine learning to suggest personalized exercises 

based on how well a student is doing, what mistakes they make, and how fast they learn. Coursera also 

uses AI to suggest courses, quizzes, and readings that are relevant to the user based on their learning 

history and interests.  

These platforms use models like collaborative filtering, recurrent neural networks (RNNs), and 

reinforcement learning to constantly change and improve learning paths. This makes learning more 

interesting, effective, and available. 
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Technological Progress Over the Years (2018–Present)  

Year: 

Year Key Advancements 

2018 

- Introduction of BERT for NLP 

- Rise of Edge AI applications 

- CNNs used in medical imaging (e.g., cancer detection) 

- AI adoption in agriculture (disease detection, drones) 

2019 

- Launch of XLNet and RoBERTa (NLP) 

- Growth of AutoML tools 

- Improved GANs for synthetic image generation 

- ML in cybersecurity for threat detection 

2020 

- COVID-19 applications (virus tracking, diagnostics) 

- AlphaFold solves protein folding 

- Rise of Vision Transformers (ViT) 

- Expansion of AI in e-learning 

2021 

- Widespread use of GPT-3 applications 

- Advancements in federated learning 

- Progress in autonomous vehicles 

- Use of AI in climate and disaster modeling 

2022 

- Introduction of ChatGPT 

- Growth of AI in art and design (e.g., DALL·E) 

- Rise of Explainable AI (XAI) 

- Enhanced ML use in precision agriculture 

2023 

- Launch of GPT-4 

- Multimodal models (text + image + audio) 

- Deployment of digital twins 

- AI in cybersecurity threat intelligence 

2024 

(early 

trends) 

- Exploration of AI + Quantum Computing 

- Focus on sustainable AI practices 

- Boom in Generative AI for content and coding 

- Global movement toward AI ethics and governance 
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3. Problems and Restrictions 

Machine Learning (ML) and Deep Learning (DL) have come a long way since 2018, but there are still a 

number of technical, ethical, and practical problems that keep them from reaching their full potential. For 

future research and responsible use, it is important to know these limits.  

Problems with Data 

• Quality and Quantity of Data: A lot of models, especially deep learning (DL), need a lot of 

• high-quality labeled data, which may not be available or cheap in all fields. 

• Bias in Datasets: Using biased or unrepresentative training data can lead to unfair or discriminatory 

results in the real world. 

• Data Privacy: Collecting and using sensitive information, like in healthcare and finance, raises 

• moral and legal issues under rules like GDPR. 

How easy it is to understand and see through models 

• Black-Box Nature: It can be hard to figure out what deep learning models, especially big ones like 

GPT-4, are doing, which makes it hard to understand or explain their choices. 

• Not Being Able to Explain: In important fields like law or medicine, making decisions without being 

able to explain why can be dangerous or unacceptable. 

Limitations on resources and computing power 

• High Computational Cost: Training state-of-the-art models takes a lot of computing power, which is 

often only available to big tech companies or research labs. 

• Energy Use: Big DL models use a lot of energy, which raises questions about their long-term viability 

and effect on the environment. 

Generalization and Transferability 

• Overfitting: Models do well on training data but don't work well in real life or in situations they haven't 

seen before. 

• Domain Adaptability: It is still very hard to move a model that was trained in one area (like healthcare 

in the U.S.) to another (like rural India). 

Moral and social problems 
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• Job Loss: People are worried about losing their jobs because of AI taking over tasks, especially in 

clerical or repetitive jobs. 

• Misinformation and Deepfakes: Generative models can make fake content, which makes it hard to 

trust information and the public. 

• Security Flaws: Adversarial attacks can fool ML models into making wrong predictions or groupings. 

Problems with rules and governance 

• No Standardization: There are no rules that everyone agrees on for making and using ML/DL systems.  

• AI Governance Gaps: Countries and businesses are still working on making sure that policies are 

fair, accountable, and open. 

Putting things together in the real world 

• Complexity of Integration: Adding AI to old systems, especially in healthcare or education, needs big 

changes to the infrastructure. 

• User Trust: A lot of users and stakeholders still don't trust AI decisions, especially when the results 

are very important. 

 

4. Future Directions and Chances 

As Machine Learning (ML) and Deep Learning (DL) technologies get better, new versions are expected 

to fix current problems, work in new areas, and be more ethical, efficient, and easy to understand. This 

part talks about important things that will happen in the future that will affect the next generation of smart 

systems. 

AI that is explainable and open (XAI) 

▪ Future models will put more emphasis on making decisions that can be understood, especially in 

important fields like healthcare, law, and finance. 

▪ To build user trust, more and more research is being done on model visualization, causal reasoning, 

and counterfactual explanations. 

Learning that is both federated and private 

▪ More focus on federated learning will let models train on data from different places without putting 

privacy at risk. 

▪ Technologies like homomorphic encryption and differential privacy will keep data safe while training 

and making predictions. 

AI that is both long-lasting and useful 

▪ Creating algorithms and model compression methods that use less energy (like pruning and 

quantization) will lower the cost of computing. 

▪ Green AI projects will encourage environmentally friendly ways to train big models. 

AI that works in more than one way and in more than one field 

▪ AI systems of the future will use more and more types of data (text, images, audio, video) to better 

understand the context. 

▪ Applications in fields like education and robotics will use multimodal models like GPT-4, DALL·E, 

and Gemini. 

 

5. Conclusion 

Machine Learning (ML) and Deep Learning (DL) have gone from being ideas in schools to being 

technologies that are changing industries and societies in the real world over the past few years. Since 
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2018, these smart systems have been used in many fields, such as healthcare, agriculture, cybersecurity, 

and education. These uses have shown both their huge potential and their difficult problems.  

This review has shown how things have changed over the years, what the most important application areas 

are, and how transformer models, generative AI, and multimodal learning systems are becoming more 

important. It's clear that AI is getting smarter, more connected, and more common in solving problems in 

the real world.  

ut this fast growth needs to be matched by responsible development. Concerns about bias, privacy, 

transparency, and ethical use are not side issues; they are at the heart of AI technologies' long-term success 

and trustworthiness. So, in order to move forward, we need not only new technology but also strong 

governance, public accountability, and collaboration between different fields.  

In the end, the trip from 2018 to now is just the beginning. ML and DL have the potential to bring about 

huge changes in the future, but the real impact will depend on how we use them, with fairness, wisdom, 

and inclusivity at the center. 
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