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Abstract: 

Traditional assistive technology, our Human-Computer Interaction system not only meets the practical 

needs of users with motor impairments but is also designed with adaptability in mind. The open-source 

code, alongside the modular architecture, invites continued refinement and customization, ensuring the 

solution can evolve with user feedback and emerging technological advances. Importantly, user-centered 

design principles guided our development, incorporating iterative testing with diverse individuals who 

provided crucial insights into comfort, effectiveness, and effective user interface design. The resulting 

interface, which users can calibrate in under a minute, balances sensitivity and stability, accommodating 

the diverse eye-movement characteristics present in our target population. By merging innovative image 

processing techniques with a commitment to user empowerment, our study delivers a straightforward, 

scalable tool encouraging independent interaction with digital environments. 
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1. Introduction 

Human-Computer Interaction (HCI) has developed in spectacular ways in recent years, dramatically 

changing the way people interact with digital technologies. Yet, there is a challenge in fully satisfying that 

aim with regard to users with motor disabilities, those who are normally left out from seamless interaction 

because they may not use standard input devices such as mouse or keyboard. This work fills in the gap by 

providing an affordable and flexible vision-based eye gesture interface which will make computers 

accessible to more people. 

Eye tracking systems have been systematically studied in academic and industrial fields; however, most 

current systems require expensive equipments, intrusive wearing sensors, or complicated calibrations. Our 

work presents a readily accessible, lightweight, open-source solution based on Python, relying on 

computer vision techniques available in OpenCV, MediaPipe and PyAutoGUI, in order to infer real-time 

pupil motion and voluntary blinks by a common webcam. The system locates the center of the pupil which 

the screen cursor, the eye movement pattern captures and maps the spot where user gazed into an operating 

position on screen in real time. Blinks substitution for mouse clicks provides a full hands-free control. 

In contrast to traditional assistive systems, our method follows the user-centered design approach. Iterative 

prototyping and real world testing (including with people who have severe motor limitations) provided us 
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with a responsive and intuitive interface. The system is calibration in seconds, providing the best trade-off 

between sensitivity and stability - accounting for normal variability in eye movement between participants. 

This paper extends previous work in image processing, eye gesture classification, and facial landmark 

detection using the last advances in machine learning and real-time human pose estimation. In the inverse, 

compared to the methods used for EEG- or EOG-based systems, which involve invasive electrodes and a 

special headgear our solution works non-invasively, which makes it much more attractive given the large 

potential of applications. 

Moreover, the modular and extensible architecture of our implementation encourages further 

customization and integration into broader applications such as gaming, smart home interfaces, 

virtual/augmented reality, and public health systems where touchless interaction is preferred or required. 

The project not only improves digital inclusivity but also contributes significantly to the ongoing discourse 

on ethical AI deployment, assistive automation, and ubiquitous computing. 

By uniting open-source tools, real-time vision processing, and empathetic engineering, this research 

represents a meaningful step toward a more inclusive technological landscape—empowering users to 

independently engage with computing environments irrespective of physical constraints. 

 

 
 

2. Literature Review 

Over the last twenty years, there have been notable developments in the subject of Human-Computer 

Interaction (HCI), with a growing emphasis on creating accessible interfaces for people with motor 

disabilities. Due in large part to its potential for hands-free interaction, eye-tracking has been extensively 

studied as a control method. However, the lack of user adaptability, intrusiveness, and high hardware costs 

continue to hinder the practical deployment of these systems. 
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2.1 Systems Based on EEG and EOG 

Electroencephalogram (EEG) or electrooculogram (EOG) signals were frequently used in early assistive 

technology research to identify cognitive or ocular events. An EEG-based cursor control interface that 

converted possible variations brought on by eye movements into directional commands was proposed by 

Norris and Wilson (2015). While this method demonstrated potential in clinical settings, it necessitated 

the use of electrode-equipped headgear, which caused discomfort and decreased long-term usability. 

Similar issues with signal noise and high calibration requirements plagued systems that used EOG data to 

detect saccadic eye movements (Bullying et al., 2017). 

2.2 Webcam and image processing systems 

Because EEG/EOG hardware has some problems, a number of studies turned to webcam-based gaze 

tracking that used image processing methods. Khare et al. (2018) made a cheap eye-tracking interface that 

used a regular webcam and threshold-based pupil detection to move the cursor. But their method wasn't 

flexible enough to work in different lighting situations, and it wasn't very accurate because it used fixed 

frame-based analysis. In the same way, Nasor et al. used MATLAB and Haar cascade classifiers to find 

irises. These worked well in controlled settings but had trouble responding quickly in real time. 

2.3 Machine Learning and Mixed Interfaces 

New technologies have combined machine learning (ML) with gaze tracking based on vision. S. Mathew 

and others used Histogram of Oriented Gradients (HOG) and Support Vector Machines (SVM) to identify 

facial landmarks and follow people's gaze. This algorithm that didn't use training was more robust, but it 

needed a lot of processing power, which made it less useful for lightweight systems. Fahim et al. used 

Haar cascades and motion vectors in Python to make the Eye Aspect Ratio (EAR) technique better at 

finding eye blinks. These methods were technically sound, but they often required a lot of setup and tuning, 

which made them less useful in real life. 

2.4 Interfaces Based on Gestures and Facial Landmarks 

Researchers have looked into using facial landmarks and gesture recognition to make interfaces easier to 

use. Using dlib and OpenCV, Bisen et al. (2020) came up with a facial landmark-driven cursor control 

system that mapped eye blinks and head tilts to mouse actions. This system looked like it might be useful, 

but it still needed very precise head positioning. Deepateep et al. looked into using 3D facial expressions 

to control mobile devices. This was an interesting idea for wearable-based HCI, but it was expensive 

because it needed depth-sensing cameras. 

2.5 Research Gap and Contribution 

There are many ways to do things, but there is still a big gap in finding a cost-effective, non-invasive, 

open-source solution that guarantees real-time accuracy, flexibility, and user-centered calibration. Most of 

the systems that came before this one either made it harder to use or needed special hardware. We get 

around these problems by using lightweight tools like OpenCV, MediaPipe, and PyAutoGUI in a modular 

Python-based framework. Our system uses real-time pupil tracking and blink detection through facial 

landmarks, so it only needs a regular webcam. This is different from static thresholding or frame-based 

detection. This makes it much easier to scale up and use in healthcare, education, and personal computing. 

 

3. METHODS USED 

3.1 Face Detection 

The computer technology which is used for a variety of applications by identifying the human faces in 

digital images is called as face detection. The proposed method detects features from the face. A simple 
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face tracking system was developed. Face images can be analyzed without ever requiring any interaction 

with the user/person. Facial recognition can be used as an important measure of tracking the attendance 

and time information. Human face provide facial information that can be used for many applications like 

emotion recognition and human computer interface. Local binary pattern algorithm can be used for feature 

extraction.3×3pixel image can be taken from the web camera. Encoding operation can be performed pixel 

values and transformed in to binary value 0 or 1. The face image is divided into N blocks. 

3.2 Eye Region Detection 

The exact position of the pupil is known by using vertical integral projection and horizontal projection. 

These projections divide the whole picture to homogenous subsets. The arbitrary threshold is used in the 

proposed method. The noise can be removed by using Gaussian filter. The strong pixel value is based on 

minimum gradient point. The lower threshold protects against splitting edges in the contrast region. 

3.3 Eye Movement Classification 

The different eye-motions are classified with the help of support vector machine classifier. The eye 

movements are eye open, eye close, eyeball left and eyeball right are captured by web camera. It can 

analyze data and used for classification and regression analysis. It is a set of associated supervised learning 

functions used for classification and regression problems.It detects the eye pupil movement and hence 

makes the camera to start capturing the images. Sensor can cover the range up to 5cm. 

 

4. Design  

 
 

5. Architecture 
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Mouse cursor control can be done by facial movement by moving the face towards left and right, up and 

down, mouse events are controlled through eye blinks. A high number of people, affected with neuron 

locomotor disabilities can use this technology in computers for basic tasks such as sending or receiving 

messages, browsing the internet, watch their favorite TV shows or movies. 

This algorithm is used to give the best possible outcomes of the eye position using the decision tree 

algorithm so that the eye movement is detected and the mouse moves accordingly. It also enables the user 

to open and close the applications by blinking the eye. 

 

6. Results 

A typical Windows 10 laptop with an Intel i5 processor, 8GB of RAM, and a built-in 720p webcam was 

used to test the system. PyAutoGUI, MediaPipe FaceMesh API, OpenCV 4.8, and Python 3.10 were all 

part of the software stack. Under normal indoor lighting, users were seated 45–60 cm away from the 

screen. To evaluate the resilience of pupil tracking in natural settings, the environment was manipulated. 

 

 
 

7. Conclusion 

Through simply an ordinary webcam, this study offers an efficient and user-friendly eye-controlled HCI 

system that permits hands-free computer interaction. Without the use of specialized hardware, the system 

achieves high accuracy and low latency by combining Python, OpenCV, MediaPipe, and PyAutoGUI. It 

was created with user flexibility in mind, which helps people with motor impairments in particular by 

giving them more freedom in digital settings. 

The outcomes show the system's real-time performance, practical usability, and potential for wider use in 

contactless interfaces, immersive computing, and assistive technology. An important step toward 

inclusive, vision-driven human-computer interaction has been taken with this work. 
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